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INTRODUCTION

The global pandemic presented new challenges and op-
portunities for organizing conferences, and OHBM 2021 
was no exception. The OHBM Brainhack is an event that 
occurs just prior to the OHBM meeting, typically in-per-
son, where scientists of all levels of expertise and interest 
gather to work and learn together for a few days in a col-
laborative hacking-style environment on projects of com-
mon interest (1). Building off the success of the OHBM 
2020 Hackathon (2), the 2021 Open Science Special 
Interest Group came together online to organize a large 
coordinated Brainhack event that would take place over 
the course of 4 days. The OHBM 2021 Brainhack event 
was organized along two guiding principles, providing 
a highly inclusive collaborative environment for inter-
action between scientists across disciplines and levels 
of expertise to push forward important projects that 
need support, also known as the “Hack-Track” of the 
Brainhack. The second aim of the OHBM Brainhack is to 
empower scientists to improve the quality of their sci-
entific endeavors by providing high-quality hands-on 
training on best practices in open-science approaches. 
This is best exemplified by the training events provided 
by the “Train-Track” at the OHBM 2021 Brainhack. Here, 
we briefly explain both of these elements of the OHBM 
2021 Brainhack, before continuing on to the Brainhack 
proceedings.

Hack-Track

At the beginning of the hackathon, scientists propose 
projects to work on, where each presenter has a few 
minutes to discuss the project and what they hope to 
accomplish with this project over the timeframe of the 
hackathon and beyond (See (3) for a list of projects from 
OHBM 2021). Projects can vary widely in topic and scope 
(e.g., coding, writing, documentation, and community 
guidelines), and participants can join a single project or 
split their time between multiple projects, depending 
on what suits them best. For example, a project may 
be on a topic they are already knowledgeable about, 
or instead, it may be a topic in which they want to gain 

some expertise. Projects may involve novel methods or 
programming languages that may be useful for other 
projects that participants would like to work on, or the 
project may have a team that they simply want to get to 
know and to have the opportunity to work with. Whatever 
the reason for joining a project, all contributions are wel-
come. Over the course of 4 days, the 2021 hackathon 
pushed forward 24 projects with a collaboration of 200 
scientists from 28 countries spread across Africa, Asia-
Pacific, Europe, Middle East, North America, and South 
America. We deployed a variety of technologies to fa-
cilitate exchanges between our participants, despite the 
considerable challenges due to the diverse geopolitical 
landscape. In particular, obstacles in accessibility to on-
line platforms were presented for participants in Asia 
and the Middle East. Sparkle was used as our main in-
terface and hosting environment, in line with the main 
OHBM conference (4). Crowdcast (5), Zoom Webinars (6), 
Youtube (7), and DouYu (8) provided the technical back-
bone for streaming and session recordings. Gather.town 
and Sparkle ensured customized experience for the so-
cial gatherings.

Train-Track 

The intense development work during the Brainhack 
was complemented and supported by the train-track, 
which provided opportunity for acquiring and honing 
transferable skills in a structured format to improve 
the quality of their scientific work. Scientists with di-
verse skill sets participated in many hands-on training 
sessions and submitted 110 feedback forms across a 
range of topics we hosted, including version control, 
code testing, reproducible workflows, neuroimaging 
data visualization, machine learning, and community 
building in open science. The train-track also provid-
ed space to create awareness for diversity, equity, and 
inclusivity. The train-track was composed of three com-
ponents. First, we provided prerecorded high-quality 
mini-lectures sourced from the community to cover the 
following range of topics: machine learning, data visu-
alization, version control, code testing, reproducible 
workflows, and community building. Second, for each 

https://paperpile.com/c/wc58dn/Zba2
https://paperpile.com/c/wc58dn/5vH7
https://paperpile.com/c/wc58dn/ee6Q
https://paperpile.com/c/wc58dn/9IVy
https://paperpile.com/c/wc58dn/pLZO
https://paperpile.com/c/wc58dn/K4mN
https://paperpile.com/c/wc58dn/rJyc
https://paperpile.com/c/wc58dn/tX0m
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set of mini-lectures, attendees could also sign up for 
live “question and answer” sessions with experts on 
each topic, as well as hands-on sessions, where the 
participants, organized in small groups, could apply 
the principle of “learning by doing” guided by a ded-
icated expert (9). Hands-on sessions were led by early 
career researchers that were identified as open-science 
fellows. These fellows applied earlier in the year and 
were given stipends in recognition of their contribu-
tions to open science. These sessions provided ample 

training opportunities for young scientists, especially 
from countries where these types of training are not 
easily accessible. Third, we also worked with the OHBM 
BrainArt Special Interest Group to provide prerecorded 
videos on a range of brain art projects and a live session 
to discuss brain art. For more information on the train-
track and to use the tutorials, we provided, see: https://
ohbm.github.io/hackathon2021/traintrack/.

Here, we present the OHBM 2021 Brainhack proceed-
ings. There are 13 projects below.

https://paperpile.com/c/wc58dn/Ka7o
https://ohbm.github.io/hackathon2021/traintrack/
https://ohbm.github.io/hackathon2021/traintrack/
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Brain QR Modem

INTRODUCTION

Are you ever annoyed how hard it is to get brain data of 
the scanner? The fact that scanners usually contain pri-
vate information about patients and are thus embedded 
in maximally restrictive clinical cyber-security network en-
vironments, makes it quite complicated to get access to 
the data. This is especially true when visiting collabora-
tive sites. In this hackathon project, we aimed to develop 
a purely unidirectional (safe) data streaming “hack” to 
transfer magnetic resonance imaging (MRI) data directly 
to the cloud via dynamic QR codes.

Our setup is inspired by the early days of the Internet. 
In the early days, a modem (modulator-demodulator) was 
used to (i) convert digital information into audio streams, 
(ii) transfer them across telephone lines, and (iii) convert 
them back into the digital domain. Here, we aim to do 
the same thing with pixel data of MRI scans. However, 
instead of audio signals, we will use machine-readable 
visual information: QR codes (1).

Specific aims of the Brain QR modem:

1. We aim to develop a SIEMENS ICE (Image 
Calculation Environment) functor that converts 
pixel data into QR-code streams.

2. We aim to modify an existing Android app (2) that 
converts the streamed QR codes into a series of 
png’s to be stored in the cloud.

What was achieved

We developed a new ICE functor (modulator units) to con-
vert MR pixel data into QR codes. It can be included in any 
custom reconstruction chain of sequences on SIEMENS 
scanners and was tested for the specific setup of a single 
slice turbo-FLASH sequence on a MAGNETOM 7T scan-
ner running VB17 software. We developed frequency con-
trollers that allow adjustable QR-code refresh rates that 
match the capabilities of the used smartphone cameras.

Implications

Currently, the modulator solely transmits pixel data and 
their dimensions. This means that personally identifiable 
information is removed from the data so that they can be 
transmitted and stored with minimal privacy concerns.

Future steps

In future Brainhack events, we will further optimize the 
brain QR modem setup. Specifically, we will include 
LayNii (3) capabilities into the ICE functor to send pixel 
data directly in the nii file format. Furthermore, we need 
to augment the TXQR tester android app (2) to receive 
QR-code streams beyond the png standard. Namely, 
converting it to a multislice receiver without the need of 
storing all data in large mosaics.

More information and video introductions in (4,5).

Acknowledgments
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MOTIVATION

Neuroimaging researchers require a diverse collection 
of bespoke command-line and graphical tools to an-
alyze data and answer research questions. Installing 
and maintaining a neuroimaging software setup is 
challenging and often results in nonreproducible en-
vironments. Package managers and software repos-
itories can help with this and NeuroDebian (2) is a 
well-known example that drastically improves the neu-
roscience software distribution. However, a limitation 
of NeuorDebian is the inability to install neuroscientific 
software on Linux flavors commonly used on high-per-
formance computing systems or Windows and MacOS. 
Researchers therefore still struggle to access the re-
quired software or to move analyses between different 
computing platforms due to the setup work required – 
ultimately limiting interoperability and reproducibility 
and impeding the broad sharing of analysis pipelines 
with the community. Container technology, such as 
Docker (5) or Singularity (3), enables the execution of 
software on different systems and could aid in distrib-
uting scientific software. We aim to develop a platform 
built on container technology for processing and an-
alyzing neuroimaging data with the goal to lower the 
barrier of using various neuroimaging software in a re-
producible environment.

WHAT WE HAVE FOUND/ACHIEVED DURING 
THE HACKATHON?

We developed a modular and open analysis environ-
ment consisting of a continuous integration system using 
Github actions to automatically build neuroimaging 

software containers (3) utilizing neurodocker (4). To en-
hance reproducibility, we compile toolboxes requiring 
proprietary software, such as MATLAB, to utilize their 
respective runtime environments. By providing a sep-
arate container for each neuroimaging software pack-
age, we allow a fully reproducible environment, while 
also avoiding dependency conflicts between different 
tools. We developed wrapper scripts that transparent-
ly integrate these containers into any workflow without 
modifying existing scripts in for example workflow sys-
tems like Nipype (1). To keep the system lightweight, 
users download the containers on demand from either a 
CVMFS distribution network or object storage locations 
in the United States, Europe, and Australia. Finally, we 
offer a lightweight Linux desktop container accessible 
via a browser interface that runs on any operating system 
(see Figure 1) and provides an easy to use GUI to lower 
the barrier for entry (no installation required whatsoever) 
and to ensure interoperability of the NeuroDesk environ-
ment itself.

IMPLICATIONS

The version of NeuroDesk after the hackathon was a 
proof-of-concept that showed the potential of our proj-
ect, but more work was required to make it user-friendly 
and robust to enable a wide-spread uptake in the com-
munity. We used this NeuroDesk prototype to apply for 
funding from the Australian Research Data Commons, 
Oracle for Research, and The University of Queensland 
and using this support, we developed a mature project, 
accessible to every researcher worldwide: https://www.
neurodesk.org/

https://www.neurodesk.org
https://www.neurodesk.org
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Fig. 1. A screenshot of a NeuroDesk instance in a Browser (Windows 10, Edge Browser).
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MOTIVATION

At Opscientia, we are building an open-science ecosys-
tem powered by Web3 tools; starting with neuroscience. 
During the event, we ran a user research study to val-
idate our assumptions around academic “pain points” 
that we are solving and to gather feedback and FAQs on 
our project and initial website wireframe from this specif-
ic user group.

METHODS

One-on-one user research interviews were carried out 
with neuroscientists during the event (n=5). Participants 
were of different career stages and geographical regions 
and used a range of data types (e.g., EEG, MRI, PET).

KEY FINDINGS

We validated “pain points” around data, including: data-
set access difficulties, uncertainty around permissions 
and data protection laws, lack of tools and standards 
to easily share data, storing multiple versions, difficulty 
computing on stored data.

We validated “pain points” around academia, includ-
ing as follows: value is based on journal impact factor as 

opposed to “the work itself” (e.g., through Github-like 
repositories), lots of unpaid work, inadequate access to 
resources (e.g., training).

Feedback on our project: Overall positive (“I think it 
is great. I am usually very depressed about science for 
most of the year. Our generation thinks differently and 
sees what our supervisors are battling. We see it has to 
work differently to how it is now”, “I think it is amazing. I 
love the central spirit of the project. I love how our gen-
eration is breaking the boundaries”, “Oh my gosh. I had 
not jumped on the decentralized train just yet…I would 
love to support this”). With additional points raised (“It 
sounds a bit over ambitious”, “It will only work once the 
community is large enough”).

Many FAQs gathered: see (https://opsci.io/faqs/) for 
questions raised and our answers.

We also gathered feedback on our website wireframe: 
people generally liked the name and layout and made 
suggestions for labels/links.

NEXT STEPS

We are expanding on this initial research to interview a 
wider group of neuroscientists (target n=30) and gather 
feedback on our prototype design. We then plan to re-
visit a subgroup of these participants for user testing of 
our prototype once it is built.

https://opsci.io/faqs
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The Brainhack Jupyter Book is the online companion 
material of the Brainhack opinion piece published in 
Neuron (1). The content consists of a glossary on terms 
related to Brainhack and the theme, location, and date 
of past Brainhack events. The aim is to update the con-
tent as Brainhack develops and evolves. The project 
involves tasks of varying difficulties, from content contri-
bution via markdown editing to feature and infrastruc-
ture maintenance with Jupyterbook and Python. Hence, 
it makes both a good beginner project to familiarize 
oneself with the collaborative workflow on GitHub and 
provides an opportunity to expand and apply web de-
sign and software maintenance skills for more advanced 
programmers. During the OHBM 2021 Brainhack, sever-
al participants worked on the project. J.B. aims to learn 

the collaborative review feature, reviewed one P.R., and 
started on a pull request to improve the navigation of 
contributor guidelines by adding collapsible summary 
to shorten the document. A.N. contributed 16 glossary 
entries. H.T.W. worked on some maintenance of the re-
pository, reviewed and answered participants’ questions 
related to the project. The maintenance will continue, 
and we hope to recruit more regular maintainers and en-
courage newcomers to participate. The glossary is open 
for expansion, and a translation initiative is looking for 
submissions and reviewers. In future Brainhacks, we hope 
the Brainhack Jupyter Book can be a recurrent project for 
the different members of the community to gain hands-
on experience of collaborative working on GitHub, as 
well as enrich our records on the Brainhack community.
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Towards an Agreed Reporting Template for ERP 
Methodology – International Standard (ARTEM-IS)

INTRODUCTION 

In the EEG “Garden of Forking Paths,” most research 
reports do not have enough detail to know which path 
has been taken, hampering reproducibility, replication, 
and meta-science (1). Our initiative to create an “Agreed 
Reporting Template” for reporting EEG methods in-
cludes a draft template spreadsheet. This template has 
been designed to report the method of EEG studies, 
namely ERP studies, thoroughly and accurately by pro-
viding fields for researchers to input specific method-
ological details (2). The rationale for this tool and how 
you can help to make it better can be found in our pre-
print (3).

At the time of the hackathon, ARTEM-IS was working 
toward turning the template into a webapp based on 
the model of COBIDAS Information Collection Protocol: 
https://ohbm.github.io/eCOBIDAS/#/. This webapp 
would have both machine-readable and human-readable 
outputs that can be treated as supplements to publica-
tions and preregistrations. It would be compatible with 
other standards and guidelines, such as Brain Imaging 
Data Structure and COBIDAS.

The primary goal of this “hacking” project was to con-
vert the existing template into a format suitable as the 
backend of the webapp. The secondary goal was to col-
laborate on further refinement of the template contents.

Over the 3 days of the event and the 2 days of follow-up 
post-Brainhack meetings, 17 people contributed to the 
project. Team coordinated efforts through two daily 
team meetings in a dedicated ARTEM-IS Gathertown 
Clubroom, with both asynchronous and synchronous 
working sessions in between.

As a result, the spreadsheet (making up the backend of 
the app) was expanded from the initial 91 fields available 
pre-Brainhack to 193 fields. Many of the existing fields 
were improved through discussion with team members. 
In the process, 46 issues and suggestions for improve-
ment were raised, 22 of which were settled immediately, 
while the rest was left to be resolved later. Furthermore, 
13 additional items were resolved and new questions 
were raised during follow-up meetings. Files containing 
more detailed reports on the progress can be found in 
the OSF repository of the hack (4), and a link to the up-
to-date information on the webapp can be found here: 
https://github.com/INCF/artem-is

At the time of revising this document (June 2022), we 
have reached both the short-term future goals: finalizing 
the first version of the webapp with a machine-readable 
output and the long-term goals; creating a human-read-
able output of the webapp for supplementary docu-
ments and importing prefilled information.
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INTRODUCTION

Fast-marching methods (1) forms the backbone of many 
geodesic distance measuring algorithms that are used 
to compute distances between points on a brain surface. 
This project was motivated to show the beauty of the 
fast-marching method, while it is being computed. In ad-
dition, this project made use of exotic animal brains from 
https://braincatalogue.org/ (including an okapi, a giraffe, 
and a dolphin brain) to bring awareness to the similarities 
between a human brain and other mammals.

LayNii (2) programs “LN2_GEODISTANCE” and 
“LN2_IFPOINTS” in combination with PyVista visual-
ization library (3) are used to generate animations that 
give the impression of the brain surfaces being flood-
ed with colorful liquids. The scripts developed for the 
animations are made available in a public repository: 
<https://github.com/ofgulban/flooding_brains>. The 
resulting animations can be seen at https://youtu.be/
XFvYewxzXno (Figure 1). The animations are deemed 
qualitatively mesmerizing and satisfying. Future projects 
will build on the animation expertise acquired to create 

more mesmerizing and satisfying animations. From a so-
cietal impact perspective, this project seemed to gen-
erate momentary excitement and relief to the Brainhack 
participants who were watching the virtual event. The 
authors believe that such light-hearted projects offering 
entertainment value are needed amidst COVID-19 pan-
demic. However, we also note that, while being enter-
taining to the watchers, this project also offered deep 
insight into an essential modern computer algorithm.
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THE COLLECTIVE ACTION PROBLEM IN  
ACADEMIA

Neuroscience relies on research code for experimenta-
tion, data cleaning, and analysis. If individual research-
ers share their code openly, the collective neuroscience 
community benefits through verifiability, greater repro-
ducibility, and less unnecessary duplication (1,2). Most 
neuroscientists do not share their code because nonar-
ticle research outputs are not currently rewarded in aca-
demia and thus individuals may perceive sharing code 
as a risk to their career (1,3). The global neuroscience 
community is thus trapped in a collective action prob-
lem (4): the community is failing to provide a public good 
(open source code) due to competing interests at the 
individual level (5).

A NEW SOLUTION: CONDITIONAL PLEDGES

Project free our knowledge (FOK) aims to solve this class 
of problems by organizing collective action between 
researchers. FOK facilitates conditional pledges: com-
mitments to adopt open and reproducible research prac-
tices on the condition that N researchers preagree to 
take action (Figure 1). If the threshold is met, the pledg-
ing community takes action together, thus empowering 
individuals to achieve their common aims. If the thresh-
old is not met, however, no further action is required, 
thus mitigating any risks associated with solitary action. 
FOK draws from prior conditional pledge platforms that 
have helped millions of globally dispersed individuals 

overcome collective action problems in the economic 
(e.g., Kickstarter), cultural (e.g., Collaction), and political 
spheres (e.g. Pledgebank; (6)), and seeks to bring a com-
parable but tailored solution to the research community.

The open source and citable code pledge
During Brainhack 2021, we developed a conditional 

pledge campaign that aims to motivate neuroscientists 
to share their code in a public repository (e.g., Zenodo, 
OSF) with a persistent identifier (e.g., digital object iden-
tifier [DOI]). Coinciding with the present publication, we 
hereby invite all neuroscientists to take the Open source 
and citable code pledge:

“I pledge to share the code underlying all of my 
future publications in a citable repository.”

Pledgers can either begin sharing their code immedi-
ately (c.f., (7)) or wait until N neuroscientists have taken 
the pledge (conditional pledge; see the FOK website for 
details).

NEXT STEPS

We intend to promote the campaign through various 
communication channels and strategies (e.g., ambas-
sador network; Figure 1A). If the campaign reaches the 
threshold, pledgers will be publicly listed and directed 
to take action together (Figure 1B). We will then analyze 
the campaign outcomes (e.g., pledge compliance, cita-
tion metrics) and use this information to maximize the 
impact of future campaigns that target a range of open 
and reproducible research practices in different research 
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fields (Figure 1C,D). In short, we seek to establish a sus-
tained, evidence-based movement for social change in 
academia (Figure 1E). We hereby invite all researchers 
to join us in this vision by proposing new campaigns and 
taking pledges on the FOK website today.
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An increase in data sharing over recent years has demand-
ed the development and adoption of standards to ensure 
that published resources are interoperable, accessible, 
and reusable (10). In neuroimaging, the Brain Imaging 
Data Structure (BIDS; (1)) has emerged as a community 
standard to organize and describe datasets that encom-
passes common use-cases and supports extension along-
side the everchanging scientific landscape. Alongside the 
data standard, BIDS apps (2,3) were developed with the 
goal of abstracting application-specific idiosyncrasies 
from tools and simplifying their application on public 
datasets. However, the BIDS apps structure was never 
formally standardized, and its extensibility alongside the 
data standard was nonexistent. This project sought to for-
malize the BIDS application specification and provide a 
roadmap for tool developers to migrate their tools from 
the original BIDS app model to the updated standard. 
Core to this initiative are the values of descriptiveness, 
extensibility, and accessibility. Over the course of the 
OHBM Brainhack, the following changes and extensions 
of the BIDS apps specification were agreed upon:

1. Rather than defining a rich set of mandatory argu-
ments – that would need updating as the BIDS stan-
dard evolves – a naming convention was defined 
for reserved arguments. While many applications 
will contain a consistent set of parameters, such as 
which subjects to analyze, imposing the inclusion of 
arguments widely would lead to unnecessary bloat 
in many applications. Instead, all BIDS entities may 
be mapped to arguments using a defined formula 
(i.e., <entity_label> or <entity_index>).

2. Rather than being overly prescriptive in the defi-
nition of how command-line interfaces are con-
structed, limiting accessibility, the Boutiques de-
scriptive framework (4) will be used to abstract 

interfaces from users. This model allows for the 
flexible construction of tools, while Boutiques 
descriptors contain the mapping of BIDS-
standardized values, such as entity names (e.g., 
subject, session), to the terms used within each 
tool. A BIDS application runner will be built as 
a lightweight wrapper around Boutiques (5,6) to 
allow researchers to validate and launch potential 
experiments.

3. Clear and transparent usage reports will be pro-
vided from complying applications. The BIDS ap-
plication runner will record output and error logs, 
resource consumption, and exit status during tool 
execution. A set of exit status values have been 
defined and reserved for BIDS-related failures to 
further increase transparency.

The specification is being developed openly and in an 
ongoing fashion. All contributions are welcome through 
the BIDS specification communication channels and 
GitHub repository: https://github.com/bids-standard/
bids-specification/issues/313.
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Open neuroimaging datasets reached the petabytes 
scale. Depending on the modality, datasets can consist 
of huge files, such as the BigBrain (1), or large amounts 
of reasonably-sized files (MBs to few GBs), such as 
high-performance computing (HPC) (2), UK BioBank (3), 
and CoRR (4). Processing large datasets may incur signif-
icant data transfer overheads, resulting in the bulk of the 
processing time attributed to data management. This 
overhead creates a barrier to analyzing such datasets 
thoroughly. To alleviate the processing time of large neu-
roimaging datasets, we created a tool to improve appli-
cation data management by leveraging different levels 
of local cache.

HPC clusters are commonly used infrastructures for 
processing scientific data by researchers, which rely on 
a shared network-based parallel file system (e.g., Lustre) 
to store data. Since the filesystem is shared, data transfer 
performance is not only based on pipeline operation but 
also collective file system usage.

To facilitate the processing of large-scale neuroimag-
ing pipelines on HPC systems, we have built Sea. This 
hierarchical file system leverages available caches to off-
set writes to the shared file system (Figure 1). Sea can be 
used as an “add-on” to available neuroimaging tools as 
it intercepts application calls to the file system and redi-
rects them to the most appropriate location.

As the access to compute-local storage is temporary, 
Sea will only have access to the cache space during 
processing. However, users may require cached data 
postprocessing for quality control or future analysis. As 
a result, Sea provides flushing and eviction capabilities. 
Flushing allows the user to copy the cached data to the 
shared file system, whereas eviction frees unneeded data 
on the cache to increase available cache space for future 
data. Should a cache reach capacity, it will write to the 
next level cache in the hierarchy or the shared file system.

For the OHBM Brainhack 2021, we sought to improve 
the Sea codebase with various new additions. First, we 
added GitHub Actions for continuous integration lead-
ing to a more robust codebase. Second, we extended 

our GitHub Actions workflows to test Sea on different 
Linux distributions. Finally, we improved the clarity of the 
README file to ease usage.

During the hackathon, we looked into integrating 
glibc test cases within Sea to ensure all file system func-
tionalities are available and began efforts to test Sea with 
the HCP preprocessing pipeline and fMRIPrep. We will 
continue these efforts as future work.

1.

Fig. 1.
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MOTIVATION

Dworkin and colleagues (1) showed that neuroscience 
papers over-cite men; there are more citations of men 
as first and last authors, compared with what we would 
expect if gender was not involved in who we cite.

To raise awareness of this problem, this group created 
cleanBib, a tool that creates a citation diversity statement 
(CDS) for a publication’s reference section (2). These 
statements indicate how many references are

• man-man (man first author, man last author),
• man-woman,
• woman-man, and
• woman-woman.

Our goal is to see whether papers with CDSs have 
more gender-balanced reference lists.

HACKATHON ACHIEVEMENTS

In this hackathon, we

1. Manually collected papers with CDSs and extract-
ed the gendered citation percentages from the 
statements;

2. Visualized the over- and undercitation of the dif-
ferent author gender groups in reference lists of 
papers with CDSs, compared with the broader 
neuroscience literature (as reported in (1); Figure 
1A);

3. Created a tool to collect papers and extract the 
citation percentages; and

4. Visualized the similarity between the manually 
and automatically gathered data (Figure 1B).

IMPLICATIONS

Our preliminary results suggest that papers with CDSs 
have less gender imbalance than the broader literature. 
Figure 1A shows the over/under citation rates of different 
gender author categories; for papers with CDSs, these 
rates are lower. Papers with CDSs exhibit less extreme 
underciting (or slight overciting) of papers with women 
authors, compared with the broader literature. Further, 
they exhibit almost no over/underciting of papers with 
men as first and last authors.

The automatic data collection method works, but 
there is room for improvement. Figure 1B shows that 
data gathered manually and automatically roughly corre-
spond to each other, with the automatic method tending 
to underestimate the citation rates. We found 110 papers 
manually, and our automatic method found 19 (partly 
due to the recency of publications with CDSs).

FUTURE STEPS

In the future, we hope to extend our database of cita-
tions, quantify these visual comparisons, and make more 
meaningful improvements to our methods. Further, we 
will continue considering how this project can be more 
inclusive in its documentation, teamwork, and analyses.

Ultimately, we cannot show that using a CDS causes 
authors to have less gender imbalance in their reference 
lists. However, we hope that this project will encourage 
researchers to reflect on their citation habits and improve 
them.

Our code can be found at: https://github.com/koudyk/
cleanBibImpact.

https://github.com/koudyk/cleanBibImpact
https://github.com/koudyk/cleanBibImpact
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Fig. 1. (A) Percent over- and undercitation of different author gender groups, in reference lists of papers with citation diversity statements (CDSs) 
compared with the broader neuroscience literature (as reported in (1)). Over/undercitation rate is calculated as the (percentage observed − percent-
age expected)/percentage expected. The expected percentage is the percent of citations one would expect if gender were not involved in citation 
choices; these values were calculated in Dworkin et al. The arrows highlight the difference between the over/undercitation rates in the literature 
versus the rates in papers with CDSs. These data were found manually (n=110 papers). 95% confidence intervals are shown around the mean for each 
category. (B) Correspondence of the citation rates in papers found automatically and manually (n=19 papers found both ways). The gray diagonal 
line is the line of equality.
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INTRODUCTION

BOLD-based functional magnetic resonance imaging 
(fMRI) is fundamentally a physiological measurement 
used to investigate neural events. Hence, one of its chal-
lenges is decoupling the signal of interest (e.g., brain ac-
tivity during a task) from the physiological activity, such 
as breathing or cardiac pulse, that confound the BOLD 
effect (1). The best practice to overcome this challenge 
is collecting physiological data during fMRI acquisition, 
which can be then structured following the Brain Imaging 
Data Structure (BIDS) specification (2).

In this regard, physiopy is a python suite aimed to pre-
process and help spread the use of physiological data in 
fMRI settings. phys2bids (https://github.com/physiopy/
phys2bids) is physiopy’s library aimed to convert physiolog-
ical recordings into BIDS format. One of the current devel-
opment goals is the addition of automatic signal classifica-
tion functionality, which would avoid the time-consuming 
and error prone task of manually labeling signals. As a 
starting point, the goal of this project was to explore and 
test different time-series classification strategies with the 
EuskaIBUR dataset (3), which includes a total of 240 record-
ings of four types: cardiac pulse, chest belt, O2 and CO2.

After exploring various alternatives to classify the sig-
nals, we opted for the classification pipeline shown in 
Figure 1. First, signals were preprocessed (low pass-fil-
tered based on local regression with a span of 0.6 s and 
normalized). Then, the frequency capturing the 75% of 

the signal power was used to classify between cardiac  
(f > 0.5 Hz) or respiratory (f < 0.5 Hz). Finally, a time-domain 
shape metric (sm) was computed as the mean difference 
between the down tidal signal (sdown) and a straight line 
(sline). A thresholding strategy was followed to label respi-
ratory signals as chest (sm >  −0.02), O2 (−0.1 > sm ≤ −0.02)  
and CO2 (sm ≤ −0.1).

The classifier managed to discern between respirato-
ry and cardiac perfectly and obtained a 94.17% accuracy 
overall. These preliminary results evidence that differ-
ent physiological signals have intrinsic features that can 
be exploited for automatic classification. Future efforts 
will take two different paths. First, the algorithm should 
be thoroughly validated and potentially extended to 
other physiological signals (e.g., galvanic skin response). 
Second, we aim to make the software available to the 
public by implementing it in phy2bids.

REFERENCES

 1. Bulte, D., Wartolowska, K. Monitoring cardiac and respiratory physiology 
during FMRI. NeuroImage 154, 81–91 (2017) https://doi.org/:10.1016/j.
neuroimage.2016.12.001

 2. Gorgolewski, K., Auer, T., Calhoun, V. et al. The brain imaging data struc-
ture, a format for organizing and describing outputs of neuroimaging ex-
periments. Sci Data 3, 160044 (2016) https://doi.org/10.1038/sdata.2016.44

 3. Moia, S., Termenon, M., Uruñuela, E., Chen, G., Stickland, R. C., Bright, 
M. G., Caballero-Gaudes, C. ICA-based denoising strategies in breath-
hold induced cerebrovascular reactivity mapping with multi echo 
BOLD fMRI. Neuroimage 233, 117914 (2021) https://doi.org/10.1016/j.
neuroimage.2021.117914

Fig. 1. Developed physiological signal classification pipeline
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INTRODUCTION

Phys2bids is a python3 toolkit meant to convert physi-
ological source data files to the Brain Imaging Data 
Structure (BIDS). BIDScoin (https://github.com/Donders-
Institute/bidscoin) is also a python3 toolkit that is meant 
to convert MRI source data files to BIDS. The aim of this 
project is to build an interface between the two comple-
mentary software packages so that they can both benefit 
from each others’ strengths and present a unified con-
version framework to end-users.

BIDScoin comes with source data discovery functional-
ity and a graphical interface to customize the discovered 
conversion heuristics. All interactions with the source 
data are done using plugins and the BIDScoin framework 
itself is therefore agnostic about the source data modal-
ity and type.

Phys2bids is a command-line tool that requires bash 
skills and technical knowledge about the data in order 
to be used. Phys2bids is a community-driven effort that 
supports a wide variety of physiological recordings, es-
pecially “non-MRI vendor” data files.

In this Brainhack project, we developed a new plugin 
named phys2bidscoin that serves as an interface between 
BIDScoin and phys2bids. Specifically, we achieved to:

• Update part of the main phys2bids workflow to:
	{ Return clearer exception types and messages when 
testing if a source file is supported
	{ Improve the return of retrieved attributes from 
source files

• Create a phys2bidscoin data discovery function
• Create a phys2bidscoin data conversion (wrapper) 

function around phys2bids
• Create a phys2bids bidsmap section with sensible (re-

gexp) heuristics
• Update BIDScoin installation files to allow easier de-

pendencies tracking

The enhancements of the two packages are in alpha 
(pre-release) stage. While available via github cloning, 
no CI testing has been set up to cover them. For this 
reason, in the upcoming months, we will set up testing, 
in order to create an official release of the new code.

In the future, we will also work to expand supported 
data types in phys2bids, and to add native YAML sup-
port for heuristics. In BIDScoin, we will further develop 
its package management to allow modular installation 
of dependencies, for example, in relation to the plugins.

The user-friendliness and increased source data cover-
age of the phys2bidscoin development facilitates further 
adoption of the BIDS standard, thus promoting data shar-
ing and reproducibility. Moreover, it reduces the amount 
of nonscientific work in the scientific process and, hence, 
allows neuroscientists to devote more time and energy 
to address their research questions of interest.

https://github.com/Donders-Institute/bidscoin
https://github.com/Donders-Institute/bidscoin
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INTRODUCTION

The Canadian Open Neuroscience Platform (CONP) pro-
vides an infrastructure for the promotion of open-science 
workflows and the sharing of neuroscience data. The 
platform goal is to bring together researchers to form an 
interactive network of collaborations in brain research, 
with interdisciplinary student training, international part-
nership, clinical translation, and open publishing. Our 
goal during the hackathon was to educate participants 
about the various tools, datasets, and functionalities 
available on the portal, and to encourage them to share 
their own data or software. We highlighted the different 
methodologies and considerations in sharing their work 
in a FAIR manner, as this is often a barrier in scientific col-
laborations. We provided a demo, actively trained par-
ticipants, and offered a Q and A regarding the portal as 
well as overarching open-science concepts.

The future goal of this project will be to include more 
tools and datasets, as well as add enhanced search func-
tionalities, data sharing capabilities, additional prove-
nance tools, and many more features. Hackathon train-
ing on a platform such as CONP will help researchers, 
students and developers ensure that smaller datasets are 
properly integrated for community consumption using a 
DataLad (1) backend, instead of disappearing entirely. 
Researchers will benefit from increased sample sizes of 
properly described datasets, as well as gain from more 
processing options using well described tools and pipe-
lines. This will make research easier, and ultimately serve 
to accelerate scientific discovery.
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Conclusion

The OHBM 2021 was a challenge but also an unequivocal 
success. To have hundreds of scientists come across such 
a range of nations and continents is a testament to the 
spirit of collaboration that is alive and well in the Human 
Brain Mapping community. We want to thank our spon-
sors for their generous support: OHBM (11), QMENTA 
(12), OpenNeuro (13), NeuroMod (14), CONP (15), all of 
our participants, and all previous members of the Open 
Science Special Interest Group, without whom we would 
have never been able to pull off this complex event.
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