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ABSTRACT

Cortical depth-dependent functional magnetic resonance image (fMRI), also known as layer-fMRI, has the potential to capture 
directional neural information flow of brain computations within and across large-scale cortical brain networks. For example, lay-
er-fMRI can differentiate feedforward and feedback cortical input in hierarchically organized brain networks. 

Recent advancements in 3D-echo-planar imaging (EPI) sampling approaches and MR-contrast generation strategies have al-
lowed proof-of-principle studies showing that layer-fMRI can provide sufficient data quality for capturing laminar changes in func-
tional connectivity. These studies have, however, not shown how reliable the signal is and how repeatable the respective results 
are. It is especially unclear whether whole-brain layer-fMRI functional connectivity protocols are widely applicable across common 
neuroscience-driven analysis approaches. Moreover, there are no established preprocessing fMRI methods that are optimized to 
work for whole-brain layer-fMRI datasets. 

In this work, we aimed to serve the field of layer-fMRI and build tools for future routine whole-brain layer-fMRI in application-based 
neuroscience research. We have developed publicly available sequences, acquisition protocols, and processing pipelines for 
whole-brain layer-fMRI. These protocols are validated across 60 hours of scanning in nine participants. Specifically, we identified 
and exploited methodological advancements for maximizing tSNR efficiency and test-retest reliability. 

We are sharing an extensive multi-modal whole-brain layer-fMRI dataset (20 scan hours of movie watching in a single participant) 
for benchmarking future method developments: The Kenshu dataset. With this dataset, we are also exemplifying the usefulness of 
whole-brain layer-fMRI in conjunction with commonly applied analysis approaches in modern cognitive neuroscience fMRI studies. 
This includes connectivity analyses, representational similarity matrix estimations, general linear model analyses, principal compo-
nent analysis clustering, and so on. We believe that this work paves the road for future routine measurements of directional func-
tional connectivity across the entire brain.
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Graphical Abstract

INTRODUCTION

Cortical depth-dependent functional magnetic reso-
nance image (fMRI), also known as layer-fMRI, allows 
neuroscientists to address questions of directional func-
tional connectivity across cortical brain areas. Because of 
its potential to study causal neural connectivity, human 
layer-fMRI has become an emerging sub-field of the neu-
roimaging community, with approximately 40–60 yearly 
published papers, and doubling approximately every 2.5 
years (https://layerfmri.com/papers/).

Neuroimaging with fMRI can non-invasively investigate 
how the brain works by means of tracking spatiotempo-
ral activity changes within gray matter (GM). Specifically, 
in layer-fMRI, activation changes are captured across 
cortical depths and then interpreted in the context of 
expected neural microcircuits and neural connections 
terminating in specific cortical layers (1).

Currently, most layer-fMRI studies in humans employ 
imaging protocols with 0.8 mm isotropic resolutions, 
restricted imaging coverages (less than a few centime-
ters slab thickness), and temporal resolutions (repetition 
time, TR) of several seconds (2). Data are then commonly 
acquired for 1–4 task (stimulus) paradigm conditions.

Specifically:

•	 Locally optimized brain coverage: Most layer-fMRI 
studies usually focus on locally confined brain areas 
and investigate how the layer-specific fMRI signal is 
differentially modulated for different task conditions 
within restricted field of views (FOVs) (3). This exper-
imental procedure and task design with small FOVs 
was vital to establishing the validity of the layer-fMRI 
methodology. However, restricted FOVs do not allow 
the layer-fMRI methodology to fulfill its full potential 
to reveal directional neural information flow between 
brain areas of common brain networks. In fact, most 
of the established resting-state functional connectiv-
ity networks span across the entire cortex and can-
not be fully captured with a restricted FOVs. In this 
study, we aim to develop layer-fMRI imaging proto-
cols that capture the entire cortex. This is to facilitate 

future laminar network analyses as a neuroscientific 
research tool.

•	 Low-dimensional optimized tasks: Another limiting 
factor of most layer-fMRI studies is that they employ 
low-dimensional activation tasks with very few task 
conditions. This can limit the efficiency of fMRI proto-
cols (4). In fact, since the advent of human layer-fMRI 
(5), the field of layer-fMRI has been mostly focused on 
methodological aspects of acquisition and analysis. 
Thus, the experimental design has been usually kept 
as conservative as possible and layer-fMRI has not yet 
become an established tool for use in whole-brain 
connectivity studies, which are of increasing impor-
tance to human neuroscience research. To make lay-
er-fMRI modalities more attractive for neuroscientists 
to investigate neural information flow across large cor-
tical brain networks, we aim to establish the feasibility 
of layer-fMRI large-coverage protocols for providing 
reliable and repeatable connectivity estimates across 
cortical depth with high-dimensional naturalistic tasks 
of movie watching.

Previous high-resolution studies have convincingly 
shown that layer-fMRI acquisition protocols can be in-
creased to capture large patches of the cortex (6–14). 
Each of these articles shows that there are functional 
connectivity signal modulations across cortical depth 
that layer-fMRI can capture. In this study, we aim to fur-
ther investigate the layer-specific signal of functional 
connectivity with a focus on its stability, repeatability, and 
neuroscientific applicability. In pursuing this, we specif-
ically focus on the practicability aspects of whole-brain 
layer-fMRI acquisition approaches. As such, whole-brain 
layer-fMRI is constrained by the following aspects:

•	 Slow TR: Previous attempts at whole-brain connec-
tome datasets had long volume acquisition times  
(TRvol = 8–9 s) with correspondingly severe within-TR 
physiological noise artifacts. This had previously ham-
pered straightforward neuroscientific applicability (13). 
Here, we aim to take advantage of advanced 3D-EPI 
readout schemes (15, 16) [but see also (17)] to mitigate 
those constraints.

•	 Strong geometric distortions: The relatively low read-
out bandwidth of high-resolution EPI readout trains 
comes along with significant geometrical image dis-
tortions. While such distortions are somewhat con-
tained for small FOV protocols and locally optimized 
B0-shimming, they impose serious applicability con-
straints in conventional preprocessing steps of the 
whole-brain layer-fMRI. For example, motion correc-
tion, run-to-run alignment, session-to-session align-
ment, and image registration between structural and 
functional data are hampered.

•	 The draining vein artifact: Conventional gradient echo 
(GE) blood oxygenation level dependent (BOLD) fMRI 
contrasts are highly sensitive to trans-laminar and 
pial veins (18). This can challenge the interpretability 

https://layerfmri.com/category/layer-fmri-papers/
https://www.zotero.org/google-docs/?3g9jtA
https://www.zotero.org/google-docs/?ofDsv4
https://www.zotero.org/google-docs/?YTRfho
https://www.zotero.org/google-docs/?ZV8UY7
https://www.zotero.org/google-docs/?MGkHjf
https://www.zotero.org/google-docs/?gfoI9D
https://www.zotero.org/google-docs/?9pcFrQ
https://www.zotero.org/google-docs/?pzXywM
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of cortical depth-dependent connectivity results with 
respect to the underlying neurally driven signal fluc-
tuations. Here, we aim to develop a vein-free cerebral 
blood volume (CBV)–sensitive acquisition protocol 
using vascular space occupancy (VASO) (19, 20). In 
VASO fMRI, an inversion-recovery pulse sequence de-
sign is used to selectively null out blood-water mag-
netization at the image acquisition time, while leaving 
extra-vascular signals for detection. A CBV increase 
during neural activation is then associated with an 
overall MR-signal decrease, which in turn is believed 
to be proportional to the volume increase of nulled 
blood (19). To maintain the CBV-selective T1-weighing 
of VASO for long enough to sample the 3D k-space 
of sub-millimeter whole-brain protocols, we aim to ex-
ploit the Multiple Acquisitions with Global Excitation 
Cycling (MAGEC approach) (14, 21, 22).

Here, we describe our efforts to achieve a whole-brain 
layer-dependent functional acquisition and analysis pro-
tocol for connectome mapping of the entire cortex. The 
developed methodology is used to acquire a large open-
ly available dataset of CBV and BOLD contrast. Overall, 
the purpose of this study is multifold:

A.	 We aim to implement, test, and validate an acquisi-
tion setup with minimal artifacts.

B.	 We seek to provide a “testbed” for future efforts of 
developing and benchmarking new layer-dependent 
preprocessing and analysis tools.

C.	 We aim to provide at least 50 runs of movie-watching 
clips (15 min each) to quantify the reliability of laminar 
connectivity results.

D.	We seek to exemplify which type of new neuroscien-
tific research questions will become addressable with 
whole-brain layer-fMRI.

METHODS

Participants

Nine healthy participants with normal (or correct-
ed-to-normal) visual acuity were scanned. Forty-four 
scan hours of scanning were used to develop, optimize, 
and validate the acquisition protocols. Twenty-six scan 
hours were used for the main experiment series of re-
peated movie watching. For the main scan series, one of 
the participants, a healthy 23-year-old male (an author, 
K.K.) with normal visual and audio acuities, was scanned 
13 times (51 functional runs). All scanning procedures 
have been approved by the Ethics Review Committee 
for Psychology and Neuroscience (ERCPN) at Maastricht 
University (ERCPN-180_03_06_2017), following the prin-
ciples expressed in the Declaration of Helsinki.

Structural scanning

We acquired structural reference data at a SIEMENS 
MAGNETOM Prisma 3T scanner, equipped with a 

32-channel head coil, operated by Scannexus B.V. 
(Maastricht, The Netherlands). We used an MPRAGE se-
quence to obtain images with a T1-weighted contrast for 
the purpose of tissue-type segmentation. Protocol pa-
rameters were as follows: echo time (TE) = 2.22 ms, TR 
= 2.4 s, resolution = 0.8 mm isotropic, flip angle = 8°, 
field of view = 256 × 256 × 256 mm3. The motivation for 
collecting data at 3T (as opposed to 7T) was to obtain 
types of tissue contrast that the major processing soft-
ware packages like FreeSurfer have been optimized for. 
Furthermore, 3T structural data can be less constrained 
by spatial intensity inhomogeneities, while maintaining 
an acceptable contrast-to-noise-ratio (CNR) (23). To in-
crease the CNR of 3T structural scans, we acquired a 
collection of 10 averages. We were inspired to use the 
procedure of obtaining multiple structural references 
from a different scanner (3T) than the functional exper-
iments (7T) by Allen et al. (24).

Functional scanning

High-resolution functional data were obtained on a 
SIEMENS classic MAGNETOM 7T scanner, equipped 
with a 1TX/32RX head coil (Nova Medical, Wilmington, 
MA, USA) operated by Scannexus B.V. (Maastricht, The 
Netherlands). For layer-fMRI scanning without venous 
biases, a blood volume–sensitive vascular space occu-
pancy (VASO) (19) 7T-sequence (20) was used. We used 
the MAGEC VASO approach to maintain the VASO T1-
weighting across long echo trains (14). One 18 × 18 × 
0.5 cm3 high-permittivity dielectric pad containing a 2.8:1 
solution of calcium titanate (CaTiO3) and heavy water 
(D2O) by weight was placed on the right side of the par-
ticipants’ heads at the level of the temporal lobes to in-
crease B1+ efficiency at 7T (25). We used a single pad (in 
contrast to two pads) to mitigate the left-right asymme-
try of the B1+ field, while still having enough room in 
the tight-fitting coil for a large spectrum of participants 
with various head sizes. A third-order B0-shim protocol 
was performed with three iterations using vendor-provid-
ed tools and in-house developed scripts executed at the 
scanner console.

Pilot experiments on optimizing CBV contrast and 
in-plane readout

Fifteen 2-hour sessions in nine participants (including 
two 2-hour sessions with various sets of protocol param-
eters across the two sessions in the main participant) 
were performed to optimize the blood volume–contrast 
preparation and in-plane EPI readouts. All those experi-
ment series were conducted with 0.8 mm resolution, par-
tial Fourier = 6/8, whole-brain coverage, and TE = 18 ms. 
Specifically:

•	 We investigated the benefit of MAGEC VASO com-
pared with a traditional SS-SI VASO approach. We 

https://www.zotero.org/google-docs/?QXlRi2
https://www.zotero.org/google-docs/?LLDkeN
https://www.zotero.org/google-docs/?x7xLPT
https://www.zotero.org/google-docs/?kUJWpQ
https://www.zotero.org/google-docs/?kUJWpQ
https://www.zotero.org/google-docs/?KiFJa6
https://www.zotero.org/google-docs/?NpxhsN
https://www.zotero.org/google-docs/?TE9G1C
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The functional usability of each of those protocols was 
further tested with a visuomotor task in two participants 
(single session each). Furthermore, the two most prom-
ising protocols (options 1 and 5) were tested with mov-
ie-watching tasks in two participants (five sessions with 
five runs, each). All protocols had whole-brain coverage 
and MAGEC VASO enabled. Based on the tSNR efficien-
cy, tSNR homogeneity across whole-brain, artifact levels, 
and activation map quality (Figs. 1 and 2), we chose op-
tion 5 for all subsequent movie-watching experiments. 
This is AF = 6 (ky-shift = 3 × kz-shift = 2), TR = 5.1 s, no 
Fatsat, CAIPI: ky-shift 3). Note that we focused on the 
image quality with a specific focus on the quality metric 
of high and locally homogeneous tSNR across large por-
tions of the cortex, while keeping the TR as short as pos-
sible. Also, note that the sampling scheme of GRAPPA 
6 (ky = 3 × kz = 2) with CAIPI y-shift 3 is identical in tra-
jectory and sampling pattern as an in-plane segmented 
approach of GRAPPA 6 (ky = 6 × kz = 1), with segmenta-
tion factor 2 and CAIPI z-shift 1. Representative results of 
these experiment series are shown in Figs. 1 and 2.

Detailed protocol parameters of the main  
movie-watching experiments

The acquisition protocol parameters that we used for the 
51 runs of movie watching were as follows: resolution = 
0.84 mm iso, matrix size = 225 × 225, number of slices = 
112, TE = 18 ms, TRvol = 5.1 s (alternating 5.1 s/5.2 s when 
including dead times), FOV = 184.3 × 184.3 mm2, 3D-EPI 
(14), GRAPPA = 3 × 2, two segments, and 3D-CAIPI 1 
(equivalent to GRAPPA 6 × 1 with prephased, shot-selec-
tive CAIPI 3) (16, 17), acquisition time = 15 min, five runs 
per session. The last two TRs were NORDIC (30) noise 
scans (not included in reconstruction). The MR-sequence 
used here is available via “SIEMENS” C2P “app store” 
teamplay. Complete protocols of acquisition parame-
ters: https://layerfmri.page.link/WBprotocol. Respiratory 
and cardiac traces were recorded with the vendor-pro-
vided sensors and sequence-embedded data storage 
for potential future vascular reactivity analyses.

The readout gradients of this protocol were retrospec-
tively measured by means of field monitoring with 16 F19 
NMR probes (Skope, Zurich, Switzerland) placed around 
the isocenter of the scanner. This was done to quantify 
the deviation of the read-gradient pulses from the nomi-
nal trapezoidal shape, which informed the choice of later 
artifact correction methods during preprocessing.

Reconstruction

All images were reconstructed using a vendor-imple-
mented GRAPPA (31) algorithm with 2D CAIPIRINHA 
(28) using (“IcePAT”) (32) with a 3D GRAPPA kernel 
of kx = 5, ky = 4, kz = 3, and using 90(ky) × 24(kz) refer-
ence lines. Partial Fourier reconstruction and coil 

found higher tSNR values for traditional compared 
to MAGEC VASO. However, the T1 contrast-to-noise 
ratio and the functional CBV CNR (for flickering check-
erboard stimuli) were higher for MAGEC VASO. Thus, 
we decided to use MAGEC VASO for the remaining 
experiments of the study.

•	 We investigated what regime of excitation flip angles 
would provide an optimal VASO contrast. We test-
ed nominal flip angles of 6°, 9°, 12°, and variable flip 
angles ranging from 22.1° to 40° [for more informa-
tion about the purpose of using variable flip angles 
in VASO, see (26)]. We found a favorable compromise 
between T1 CNR and BOLD tSNR for an interleaved 
approach. In all later experiments (including the main 
experiment), we used alternating flip angle schemes 
for VASO and BOLD volumes. For VASO, we used vari-
able flip angles (22.1°–40°). For BOLD, we used con-
stant flip angles of 9°.

•	 We investigated the impact of third-order versus con-
ventional second-order shimming for whole-brain 3D-
EPI readouts. We found that the improved artifact level 
of the third-order shimming justifies the extra time in-
vestment of 4–6 min of higher-order shimming with 
three iterations.

The results of these pilot optimization experiments, 
which are not the focus of this article, are described in 
the scientific report (27). fMRI data of these pilot scans 
are included in the public data repository of this study.

Piloting experiments on optimizing parallel 
imaging and sampling speed

In six participants, we tested a series of sampling ap-
proaches across a wide spectrum of volume acquisi-
tion durations and k-space trajectories. Specifically, 
we focused on acceleration factors (AF) and controlled 
aliasing in volumetric parallel imaging (CAIPI) FOV 
shifting (28). The choices of the tested protocols were 
inspired by previous large-coverage 3D-EPI studies 
(16, 17, 29):

1.	 AF = 3 (3 × 1), TR = 9.8 s, fat saturation (Fatsat) per 
shot, no IcePat (no CAIPI).

2.	 AF = 6 (3 × 2), TR = 5.1 s, Fatsat per shot, CAIPI: 
y-shift 3 (ky-prephased CAIPI a.k.a. shot selective).

3.	 AF = 9 (3 × 3), TR = 4.8 s, Fatsat per shot, CAIPI: 
y-shift 3 (ky-prephased CAIPI a.k.a. shot selective).

4.	 AF = 8 (4 × 2), TR = 4.1  s, Fatsat: none, CAIPI: 
y-shift 1 (ky-prephased CAIPI a.k.a. shot selective).

5.	 AF = 6 (3 × 2), TR = 5.1  s, Fatsat: none, CAIPI: 
y-shift 3 (ky-prephased CAIPI a.k.a. shot selective).

6.	 AF = 6 (3 × 2), TR = 4.9  s, Fatsat: none, CAIPI: 
z-shift 2 (kz-blipped CAIPI).

7.	 AF = 12 (6 × 2), TR = 2.7 s, Fatsat: none, CAIPI: 
y-shift 3 (ky-prephased CAIPI a.k.a. shot selective).

8.	 AF = 16 (4 × 4), TR = 2.3 s, Fatsat: none, CAIPI: 
z-shift 2 (kz-blipped CAIPI).

https://www.zotero.org/google-docs/?KIkBQF
https://www.zotero.org/google-docs/?eOIvZI
https://www.zotero.org/google-docs/?61uR0w
https://layerfmri.page.link/WBprotocol
https://www.zotero.org/google-docs/?b6TNdn
https://www.zotero.org/google-docs/?OqZ9Rp
https://www.zotero.org/google-docs/?KPhWMH
https://www.zotero.org/google-docs/?xV9bQD
https://www.zotero.org/google-docs/?D3HNFc
https://www.zotero.org/google-docs/?APxnFS
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Fig 1.  Artifact level across protocols. For an animated version of this figure, please see https://github.com/kenshukoiso/Whole_Brain_Project/blob/main/image/
artifact_improvements.gif.

Panel A: Segmentation and kz-CAIPI approaches allowed us to keep artifact levels at bay and benefit from relatively liberal acceleration factors (AF = 6) and relatively short TRs without prohibitive 
ghosting artifacts that are common when mixing the low-bandwidth direction with the partition direction. This insight allowed us to reduce the volume TR from 8.9 s to 5.1 s. 
Panel B: Temporal artifact level for AF = 6 and AF = 3. This panel depicts the temporal VASO signal evolution (detrended) of movie-watching data averaged across 25 runs each. It can be seen that short-
er TRs with a shorter effective bandwidth result in improved interpretability of temporal signal variations. This is despite the overall reduced tSNR efficiency of AF = 6 compared with AF = 3 (see Fig. 2A).

combination were performed within IcePAT. EPI phase 
correction was conducted with the vendor algorithm 
IsOnlinePCCrossCorrAcrossSegmentsEPI (33). The re-
construction was performed on the vendors’ imaging 
server MRIR, and the reconstruction of each 15-min run 
lasted about 40 min. Since the scanner was not respon-
sive during this reconstruction time, all experiments were 
conducted as the last session of the day after 8 pm.

Stimuli in validation experiments

To implement and optimize the imaging protocol for the 
naturalistic tasks, we first aimed to attest to the quality 
of the acquisition procedure with a visuomotor “valida-
tion task” of predefined expected activation patterns. 
During activation periods, participants were asked to tap 

their index finger and thumb in a pinch-like motion, while 
looking at a flickering checkerboard. The stimuli and rest 
blocks were approximately 30 s each. For comparisons 
of protocols with different TR lengths, we matched the 
task timings to the closest TR of 30 s. During rest peri-
ods, participants were presented with a central fixation 
cross. Participants were asked to look at the center of the 
screen at all times.

Stimuli in the movie-watching experiment

As soon as the acquisition protocol was validated with 
block-designed visuomotor tasks, we started to acquire 
the Kenshu dataset with a movie-watching task. We chose 
to use naturalistic movie-watching tasks in favor over other, 
more controlled task environment for multiple reasons:

https://github.com/kenshukoiso/Whole_Brain_Project/blob/main/image/artifact_improvements.gif
https://github.com/kenshukoiso/Whole_Brain_Project/blob/main/image/artifact_improvements.gif
https://www.zotero.org/google-docs/?b33vaI
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facilitates test-retest analyses quantifying the feasibil-
ity of the developed acquisition protocols to address 
neuroscience research questions that commonly re-
quire relatively high robustness.

•	 Movie-watching paradigms are known to engage 
all brain areas to some degree. This facilitates ex-
ploring the quality of the developed acquisition and 
analysis protocols beyond isolated individual brain 
areas. This is important for judging the generaliz-
ability of previous lab-based layer-fMRI connectivity 
findings (14).

•	 To fully take advantage of the whole-brain coverage of 
the acquisition protocol here, we were aiming for an 
experimental setup that facilitates functional connec-
tivity analyses. Such analyses are commonly applied 
with either resting-state or naturalistic tasks.

•	 Compared with resting-state paradigms, brain-activity 
fluctuations induced during repeated movie watching 
are more repeatable and more consistent across mul-
tiple runs. This facilitates across-run averaging, which 
can be advantageous in the thermal noise–limited 
regime of sub-millimeter fMRI. Furthermore, this also 

Fig 2.  Piloting GRAPPA undersampling schemes.

Whole-brain sub-millimeter fMRI data contain more than 5,000,000 voxels per volume. It takes time to acquire so much data, effectively limiting the temporal resolution. To find a suitable compromise 
between minimal GRAPPA acceleration, short TR, maximal tSNR efficiency, and acceptable artifact level, we tested multiple protocols in a series of pilot experiments. This figure shows a test series 
of two representative subjects. Experiments were conducted with a visuomotor task. Panels A and B refer to different participants.
Panel A shows acceleration factor 6 can provide relatively high tSNR and activation maps without large losses in efficiency (TR = 5.8 s, CAIPI y-shift 3).
Panel B depicts a series of even more liberal acceleration factors. These data are acquired from the main participant that also underwent the 51-run movie-watching task. The fourth column (AF = 6, 
TR = 5.1 s, red box) depicts a good compromise of TR and artifact level. We decided to use this sequence for all subsequent scans. All activation maps refer to VASO signal changes (vein-contam-
inated BOLD data are not shown here).
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Fig 3.  Preprocessing pipeline workflow of whole-brain layer-fMRI data.

While standardized and vetted fMRI preprocessing pipelines exist, they are not optimized for and are not suitable for whole-brain layer-fMRI data. As such, layer-fMRI suffers from more severe 
temporal varying geometric distortions, while having higher localization quality requirements. Thus, we developed, implemented, and validated an analysis pipeline for whole-brain layer-fMRI. A 
schematic representation of the final preprocessing analysis flow and software is shown in this figure. The pipeline entails structural image processing, functional image processing, and segmentation 
and layerification. Each script and its order in the analysis workflow can be found on GitHub (https://github.com/kenshukoiso/Whole_Brain_Project).

•	 Movie-watching tasks engage the brain more than 
resting-state paradigms and result in larger effect sizes 
of fMRI signal changes (34). This is particularly helpful 
for layer-fMRI, which is inherently constrained by de-
tection sensitivity limitations.

•	 fMRI protocols with movie-watching paradigms usu-
ally have reduced head motion compared with rest-
ing-state paradigms (35). This mitigates one of the 
challenges of layer-fMRI voxel displacements.

We used the 15-min (180 TRvol) collection of movie clips 
that are established for exploring advanced fMRI meth-
odology from the 7T HCP study (a.k.a. MOVIE1). This col-
lection consists of five separate short stories (1:03–4:05 
min) interspaced with 20 s of rest (indicated by the word 
“REST” in white text on a black background). The clips are 
from independent films freely available under a Creative 
Commons license and are entitled as Two Men (2009, 
http://vimeo.com/17970306), Welcome to 221 Bridgeville 
(2011, http://vimeo.com/31318354), Pockets (2008, http://
vimeo.com/14216866), Inside the Human Body (2011, 
http://vimeo.com/24930096), 23 Degrees South (2011, 
Vimeo repeat), and LXIV (2011, Vimeo repeat). Movie-
watching sessions were conducted over the course of 10 
consecutively weekly sessions. No session lasted longer 
than 2 h. In each session, the participant underwent five 
viewings (runs) containing all five movie clips, each. In the 
ninth session, one additional sixth run was conducted.

No gaze fixation was applied during movie watch-
ing. This is in accordance with the HCP study that had 
previously established these movie clips as an fMRI task 
and can be taken as a low-resolution reference dataset. 
Not enforcing visual gaze fixation has the advantage 
that it is a more “natural” form of naturalistic stimulus 

presentation, and, thus, it is less taxing for the partici-
pant to undergo more than 50 movie viewings. The dis-
advantage of refraining from a fixation task is that some 
aspects of retinotopically specific stimulus processing of 
the movie are not fully consistent across runs. However, 
based on previous research on repeated movie watch-
ing, we believe that the gaze trajectory is very consistent 
across runs. Namely, eye-tracking data from repeated 
experimental runs by Mandelkow, de Zwart, and Duyn 
(36) showed very similar gaze trajectories with inter- 
experimental cross-correlation coefficients above 40% 
on average. Ongoing efforts are aiming to confirm this by 
means of retrospective eye tracking via fMRI signal from 
orientations of the optic nerve behind the eyeballs (37). 
The remaining stimulus-driven neural fluctuations that 
are not consistent across runs will be treated as being 
part of the class of spontaneous neural activity that will 
anyway continuously go on besides the task.

Audio sounds of the movie clips were presented to the 
subjects in the MRI scanner using the MRI-compatible 
earbuds of Sensimetrics Corporation (www.sens.com).

Data preprocessing

Figure 3 depicts a schematic overview of the preprocess-
ing pipeline of this study. Each step was adjusted and 
optimized for the specific requirements and challenges 
of the whole-brain layer-fMRI. Exported images from the 
scanner were converted from DICOM files to NIfTI files in 
dcm2niix (version v1.0.20210317) (38). Retrospective mo-
tion correction was performed as a non-linear alignment 
of each time frame to a template from the very first ses-
sion using rigid, affine, and non-linear SyN algorithms in 
ANTs (version 2.1.0) (39). This was separately conducted 

https://github.com/kenshukoiso/Whole_Brain_Project
https://www.zotero.org/google-docs/?bbiedl
https://www.zotero.org/google-docs/?YECKFm
http://vimeo.com/17970306)
http://vimeo.com/31318354)
http://vimeo.com/14216866
http://vimeo.com/14216866
http://vimeo.com/24930096)
https://www.zotero.org/google-docs/?zZZb9i
https://www.zotero.org/google-docs/?zZZb9i
https://www.zotero.org/google-docs/?zZZb9i
http://www.sens.com/
https://www.zotero.org/google-docs/?nL1NWr
https://www.zotero.org/google-docs/?0siqMm
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Structural T1-weighted images from 3T were aligned 
in ANTs and averaged (N = 10 images). This was done to 
maximize GM/WM/CSF contrast for segmentation (24).

Face-removal anonymization of the structural data 
was performed before data publication on OpenNeuro 
using the FreeSurfer command mri_deface_osx (version 
March 2020, https://surfer.nmr.mgh.harvard.edu/ftp/dist/
mri_deface/).

As an EPI reference image for later layerification, we 
used the run-average T1-weighted EPI scan (Grappa 6 (3 × 
2) with Fatsat) from the sequence comparison sessions (no. 
1). These data were B1 bias field corrected in SPM (version 
12) and denoised with a diffusion-denoising filter in ANTs. 
Note that this spatial filter was applied to guide alignment 
and segmentation. This filter was not applied for any of the 
functional results presented here. Finally, we registered the 
structural image to the functional images using SyN in ANTs.

for images with and without blood nulling. BOLD cor-
rection of VASO was performed in LayNii (version 2.2.0 
[14]). We found that non-linear motion correction was 
necessary [see Muller ISMRM (13); Fig. 4] to account for 
head motion across areas suffering from local geomet-
ric distortions (27). This was in contrast to previous slab- 
selective imaging protocols of this sequence (40, 41), 
where third-order shimming could sufficiently minimize 
non-linear distortions across small motion displacements. 
For quality comparisons of the linear and non-linear mo-
tion correction strategies and the necessity to use such 
computationally expensive preprocessing procedures, 
see Muller and Huber (27). To mitigate signal blurring due 
to spatial interpolation, volume-to-volume motion cor-
rection, alignment across runs, and alignment across ses-
sions were applied in one single interpolation step with a 
spline interpolation function.

Fig 4.  Schematic sequence diagram and expected z-magnetization of the optimized protocol used here.

In SS-SI VASO with MAGEC, two contrasts are acquired concomitantly, VASO and BOLD. The acquisition of each pair of images starts with an adiabatic inversion pulse. This imposes a T1 contrast in 
the stationary brain tissue and nulled once-inverted (non-steady-state) blood magnetization at the k-space center of the subsequently acquired VASO image. To maintain the blood volume–sensitive 
T1 contrast for relatively long readout durations, we employed the MAGEC approach and used large excitation flip angles that prohibit a free relaxation back to equilibrium. The acquisition of the 
second volume (BOLD control) is acquired with a smaller flip angle and without a preceding inversion pulse. This results in a not-nulled conventional BOLD contrast. Flip angles refer to nominal values 
and are subject to spatially varying B+ inhomogeneities at 7T. The depicted TI and TR values shown here refer to protocol #5, which was used for the main experiment series.

https://www.zotero.org/google-docs/?PZij4u
https://surfer.nmr.mgh.harvard.edu/ftp/dist/mri_deface/
https://surfer.nmr.mgh.harvard.edu/ftp/dist/mri_deface/
https://www.zotero.org/google-docs/?cFJXAF
https://www.zotero.org/google-docs/?IrGVNA
https://www.zotero.org/google-docs/?fmktq3
https://www.zotero.org/google-docs/?fmktq3
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For accurate manual correction, the GM segmented 
file (a.k.a. rim file) was created in SUMA (AFNI) with a 
higher resolution (upsampled to 0.4 mm isotropic). For 
translation of surfaces to volume space, a vertex densi-
ty of 20,000,000 per hemisphere was used. To mitigate 
“kissing gyrus” artifacts, one iteration of erosion and di-
lation was performed (for details, see 3dmask_tool com-
mand in s07_MC2Layering.sh in the link below). Then, 
we manually corrected the segmentation file (rim file), 
which was done by an author (K.K.) and took more than 
60 hours of manual labor. To further ensure the quality 
of the resulting segmentation, it was manually inspected 
and re-iterated by two experts (L.H., O.F.G.). Note that 
it is hard to be sure that registration quality is perfect, 
since there is no ground truth way to assess registration 
quality quantitatively. Here, we used animations to show 
the registration quality as much as we can (Fig. 5A–C an-
imated version on GitHub). Future developments in as-
sessment metrics are needed. Layerification was done in 
LayNii with equivolume sampling for 11 layer groups with 
the upsampled resolution (0.4 mm isotropic) and pre-
pared for usage at the original fMRI resolution (0.8 mm 

Initial CSF/GM/WM segmentation was performed in 
FreeSurfer (version 7.2.0). Since the segmentation was 
not good enough for layerification yet, we manually cor-
rected the WM file and performed the topological cor-
rection in FreeSurfer (using WhiteMatterEdits_tktools 
and TopologicalDefect_tktools). Because the segmen-
tation was still not acceptable for layer-fMRI research 
questions, we performed further manual correction in  
ITK-SNAP [version 3.8.0 (42)] and a 16-inch WACOM 
drawing display (Kazo, Saitama, Japan). During manual 
segmentation corrections, we focused on residual seg-
mentation imperfections from the FreeSurfer output, in-
cluding the following:

•	 WM misdetection errors that were re-introduced by 
FreeSurfers topology defect correction upon first man-
ual edits. This was particularly important for parts of 
the calcarine sulcus.

•	 In some instances, parts of the dura mater and part of 
large venous sinuses were wrongly segmented as GM.

•	 Residual alignment errors between the structural and 
functional data in frontal brain areas resulted in mislo-
cated GM segmentations.

Fig 5.  Preprocessing quality. For an animated version of this figure, please see https://github.com/kenshukoiso/Whole_Brain_Project/blob/main/image/preprocess-
ing_quality.gif.

(A) Non-linear alignment quality of a 3T MPRAGE to VASO EPI. Most of the brain is of usable quality. (B) Layerification quality in the EPI space. (C) Session-to-session alignment quality. The animated 
version of this figure cycles across individual sessions of multiple days. Note that the spatially heterogeneous brightness level of the T1-weighted EPI is a feature of variable flip angles in the MAGEC 
VASO approach with spatially varying dielectric pads and does not affect the functional contrast evolution within each run. (D, E) tSNR efficiency of single run data in VASO (D) and in BOLD (E). BOLD 
time series show higher tSNR values than VASO. Average tSNR values were over 20 in most brain areas, which are excellent for a measure of sub-millimeter fMRI data (https://layerfmri.com/qa/). (F, 
G) Layerification before (F) and after (G) manual correction. Initially, parts of the calcarine sulcus were not classified correctly or only a few hundred micrometers thin. Frontal brain areas were shifted 
due to residual mis-alignment of the structural-functional image registration, and the layerification did not reach the deep layers everywhere. All these major imperfections were corrected by manual 
corrections (over 60 h manual labor).

https://www.zotero.org/google-docs/?MrTpMd
https://www.zotero.org/google-docs/?MrTpMd
https://github.com/kenshukoiso/Whole_Brain_Project/blob/main/image/preprocessing_quality.gif
https://github.com/kenshukoiso/Whole_Brain_Project/blob/main/image/preprocessing_quality.gif
https://layerfmri.com/2020/04/06/qa/
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isotropic). For further layer analysis, we merged these 11 
layer groups into three-layer groups.

Finally, image orientation in headers was adapted such 
that the layerification results that are derived from SUMA 
refer to be in the same reference space as the native func-
tional data. This was also applied to brain area reference 
atlases (43) to use them in the EPI reference space later.

All preprocessing scripts are openly accessible at 
https://github.com/kenshukoiso/Whole_Brain_Project.

Layer-connectivity analysis

To investigate connectivity networks across layers, we 
performed independent component analysis (ICA) on 
run-averaged functional time series across different layer 
bins. For simplicity, we used only three independent layer 
bins. We applied ICA in FSL MELODIC (version 6.0.5.1) 
with 30 components. To exemplify the replicability of 
common brain networks across sessions, we manually 
selected one IC and extracted its time course. This time 
course was then used as a regressor for session-specific 
general linear model (GLM) analyses conducted in FSL 
Feat (version 6.0.5.1). Z-score activation maps are then 
visualized across sessions for column sizes of 1.1  mm 
(Fig. 6).

For the columns of specific layer profiles, we defined 
10,000 geometrically defined column-like ROIs (LayNii 
LN2_COLUMNS), calculated “hubness” in AFNI’s “3dT-
corrMap” (version AFNI_20.3.05), and performed princi-
pal component analysis (PCA) with seven components in 
AFNI “3dpc” (version AFNI_20.3.05) of the hubness layer 
profiles (with seven-layer bins, five within GM) across all 
columns. Then, we highlighted individual layer profiles 
and presented their columnar distribution across the 
brain. More graphical explanations of this procedure can 
be found in Fig. 5 of Laurentius (Renzo) Huber et al. (14).

Fig 6.  Replicability of common brain networks across sessions.

The ICA analysis of movie-watching data (as shown in Fig. 6) provided signal traces of expected activation time courses for each network. Here, we used the signal trace of the fronto-parietal network 
(representative of any other network) and used it as a regressor in a conventional GLM analysis. Each panel refers to a session average of five runs each. We can see consistent layer signatures for each 
independent day’s result. This supports the feasibility of whole-brain layer-fMRI to extract neural information in associative brain areas. The session-to-session repeatability is visible despite the fact that 
the participant did not have to follow a fixation task during free movie watching. The data shown here refer to VASO during movie watching (vein-contaminated BOLD data are not shown). For further 
across-session stability analyses that evaluate in how many sessions each voxel are activated, see https://github.com/kenshukoiso/Whole_Brain_Project/blob/main/image/GLM_day_stability_analysis.png.

Multivariate pattern analysis and temporal 
similarity analysis

For representational similarity analyses (RSAs), we first 
averaged all 51 runs to maximize the functional SNR. For 
additional processing, detrending in AFNI “3dDetrend” 
(command with third-order polynomials) was applied to 
remove scanner-induced signal drifts. We then aimed 
to quantify the temporal evolution of layer-dependent 
representations of each movie frame and calculated 
the representational dissimilarity matrix (RDM) (44) vol-
ume-by-volume in each brain area in three independent 
layer groups, respectively. Brain areas were defined by 
the Desikan-Killiany-Tourville (DKT) atlas (45) and the 
Glasser atlas (43).

To capture variations of similarity values across-movie 
structure (movie clips and rest periods) more clearly, dis-
similarity values within each movie clip were averaged. 
In addition, to depict the layer-specific features of the 
similarity across brain areas, we calculated the average 
within the half area of matrices in each three-layer group 
and each brain area. Schematic depictions of these 
analysis steps are shown in Fig. 7A (https://youtu.be/
BAIMgMr0Ygg?t=619).

To validate that the representational similarly results 
are not biased and not driven by artifacts in the acqui-
sition procedure (e.g., residual scanner drifts and fre-
quency instabilities), we replicated the analysis with a 
pair of datasets. Namely, we first separated our data by 
odd and even sessions and then averaged them respec-
tively. Ultimately, we calculated RDMs, clip-averaged 
RDMs, and similarity layer profiles in the same way as 
described above. In this analysis, the representational 
similarity across different movie frames is estimated on 
independently collected data. The results of this val-
idation analysis are summarized in Fig. 7. This analysis 

https://github.com/kenshukoiso/Whole_Brain_Project
https://github.com/kenshukoiso/Whole_Brain_Project/blob/main/image/GLM_day_stability_analysis.png
https://www.zotero.org/google-docs/?t4Nc2S
https://www.zotero.org/google-docs/?JVp3Uw
https://www.zotero.org/google-docs/?Bde74p
https://www.zotero.org/google-docs/?Bde74p
https://youtu.be/BAIMgMr0Ygg?t=619
https://youtu.be/BAIMgMr0Ygg?t=619
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Fig 7.  Replicating the RDM results of this figure by pooling data from independent sessions.

RDMs were also estimated by comparing spatial similarities of independent data (even and odd sessions). It can be seen that the dissimilarity structure from Fig. 7 is replicated. Arrows point to 
replicable features. Namely, white arrows show that the similarity of spatial brain activation patterns for any given time frame and movie clip is similar across sessions. We interpret this result as a 
strong indication that the features in the similarity matrices are not dominated by volume-specific and run-specific MR noise. The low dissimilarity across rest periods (green arrows), the relatively 
reduced spatial dissimilarity across the final two fast-paced movie clips (blue arrows), and the successively increasing dissimilarity across the first three full movie clips (red arrows) is consistent with 
results in Fig. 7. Here, we present results in LOC, a representative for all other brain areas. The same results for all other areas can be found in https://zenodo.org/record/6882801.

was independently conducted across all brain areas in 
the atlas and all layers. While the results presented here 
focus on selected visual areas, all results can be browsed 
in https://zenodo.org/record/6882801.

To compare the obtained similar analysis results to be-
havior data, we also performed a behavior experiment. 
This time, the main participant was asked to rank the sim-
ilarity of pairs of movie clips from 0 to 10. Since this main 
participant is an author, this experiment was performed 
before data analysis.

In addition to the RSAs described above, we also in-
vestigated the similarity of temporal signal variations 
across layers and brain areas. Such temporal similarity 
analyses are more widely known as “functional connec-
tivity.” Specifically, we extracted the spatially averaged 
fMRI signal traces (without rest periods) of three-layer 
groups in visual brain areas (V1–V8). Then, the Pearson 
correlation values were calculated for all combinations of 
layers and visual brain areas and sorted in a matrix form, 

a.k.a. connectivity matrix. The results of this analysis are 
summarized in Fig. 8.

Estimation of vascular reactivity

Furthermore, we estimated measures of cerebral vascu-
lar reactivity (CVR) based on the amplitude of low-fre-
quency fluctuations in the BOLD signal. Specifically, we 
used the physiological basis of vascular autocalibration 
(VasA) approach (46, 47). In this approach, all 51 BOLD 
runs were transformed into temporal frequency space 
with FSL (fslpspec), demeaned, and normalized with the 
G-factor map. Then, the averaged power within the fre-
quency band of 0.01–0.08 Hz was extracted across cor-
tical depth for all 180 cortical areas in the Glasser atlas. 
This estimate of CVR is expected to be spatially highly 
correlated with the relative distribution of venous base-
line blood volume (47), and it is very similar to alterna-
tive metrics known under the names RSFA (48, 49) or 

https://zenodo.org/record/6882801#.ZFS6ZqBBzIU
https://www.zotero.org/google-docs/?qTEgVc
https://www.zotero.org/google-docs/?1pAmbz
https://www.zotero.org/google-docs/?HCzSEg
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ALFF (50). For visualization purposes, we also estimated 
maximum intensity projections across a spatially sliding 
window of 5 voxels. Layer profiles were extracted from 
the unfiltered data.

RESULTS

Figure 1 shows the effect of newly incorporated and 
tested sequence advancements compared with the ap-
proach of simply increasing the number of slices from 
previous layer-fMRI protocols with restricted FOVs. The 
reductions of spatial and temporal artifacts with segmen-
tation and shorter TRs are clearly visible. We believe that 
the different artifact level is mostly related to the differ-
ent effective echo spacing. Refraining from CAIPI blips in 
favor of shot-selective CAIPI shifts allowed us to keep the 
shot-to-shot B0-variations in the kz-direction completely 
orthogonal to the low bandwidths in ky-direction. This 
helps to minimize intermittent ghosting artifacts across 
the EPI time series.

Figure 2 depicts representative results from pilot ex-
periments across a large spectrum of acceleration pa-
rameters. We find that a six-fold acceleration with a 
ky-prephased (a.k.a. segmented) approach is a good 
compromise between physiological noise artifacts and 
G-factor noise amplifications. Due to the short fat T2* at 
7T, most of the fat signal appeared to have already de-
cayed away before the TE of 18 ms, and a shot-selective 
Fatsat did not improve the image quality enough to jus-
tify the respective time and SAR allocation. Thus, Fatsat 

was not applied for subsequent experiments. Note that 
the protocols in Fig. 2A and B refer to the same GRAPPA 
acceleration at some point, while differently employing 
Fatsat pulses, which affects the volume TR.

Figure 5 depicts the preprocessing quality including 
the following: alignment of the anatomical image to 
functional space, layerification in EPI space, alignment 
of functional images across runs, tSNR, and manual seg-
mentation quality. Even though the alignment between 
structural and functional data was suboptimal around 
the bottom of the frontal lobe area, it provides sufficient 
quality in about 95% of the cortex (Fig. 5A). Displacement 
errors in the residual parts of the brain were correct-
ed by means of manual segmentation in the distorted  
T1-weighted EPI space (Fig. 5B). We found slight differ-
ences in B1-inhomogeneity patterns across sessions, pos-
sibly because of small variations in the positioning of the 
dielectric pads. Still, alignment across sessions was ex-
cellent without visually detectable residual motion (Fig. 
5C). This alignment was especially important in the sense 
of averaging functional data across sessions. Our signal 
acquisition/preprocessing quality is summarized in tSNR 
efficiency (Fig. 5D, E). Based on common standards in 
layer-fMRI description (https://layerfmri.com/qa/), these 
efficiencies were “excellent.” Depicted values of tSNRs 
refer to single individual runs. Over 60 hours of manu-
al correction on GM segmentation corrected crucial 
miss-segmentation (Fig. 5F, G). For example, the calcar-
ine sulcus was partly missing, frontal areas were shifted 
due to mis-alignment, and deep layer groups were un-
derestimated overall. In summary, we performed manual 

Fig 8.  Functional connectivity (temporal similarity) analysis across layers and visual areas.

Panel A depicts hypothesized connectivity matrices. Based on the canonical microcircuitry model (51), a collection layer-dependent connectivity matizces could be expected. A subset of selected 
connectivittsfingerprints is shown.
Panel B depicts the empirical temporal similarity (connectivity) across three-layer groups within and across visual areas V1–V8. Overall, wndfind a high correlation within early visual areas V1–V4 com-
pared to correlations among higher visual areas. Generally, the functional connectivity values vary more across areas than across layers. Focusing on the laminatsfingerprints of ROI-pair sub-matrices, 
wndfind that correlations betweealsuperficial layers tend to be higher than other layers in most of the RO -pairs. This might suggest shared feedback input. Aside from the diagonal sub-matrices 
(within layer connectivity), wndfind that almost all ROI pairs show laminar connectivittsfingerprints that are different from the null-hypotheses –-3. This suggests that the layer-fMRI acquisition and 
analysis tools developed here can be useful to address questions of hierarchical neural connectivity acrosn brain-wide cortical networks. Th Nnull-hypotheses refer to potential connectivity matrices 
that cannot be interpreted with respect to layer-speciiic differentiation of functional connectivity. The examples ae: (1) all layers exhibit the same correlation valu. and 2.) correlation values are scaled 
versions of each other across cortical depths. For exampg., due to depth-dependent variations of SNR or due to depth-dependent variations of vascular reactivity.

https://www.zotero.org/google-docs/?CMSHNq
https://www.zotero.org/google-docs/?7zdXEd
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The visualization of layer-fMRI brain data in the form of 
RDMs allows comparison with behavior. As such, it looks 
like the matrix of subjectively perceived movie-clip-sim-
ilarities matches RDMs of LOC quite well (see colored 
arrows). As such, the last two movie clips are the most 
similar ones (blue arrows). Those are fast-paced repeat 
clips. In addition, the first three movie clips are succes-
sively increasing their dissimilarity (red arrows). Finally, 
movie clips are more similar to movie clips than rest 
periods (green arrows). This correspondence is brain-ar-
ea-specific and not as clearly visible in frontal areas. As 
RSA, calculating correlations between behavior data 
and VASO/BOLD data, the correlations were significant 
(Bonferroni-corrected) in most of the ROI (30 out of 31 
in VASO and 29 out of 31 in BOLD). Moreover, we found 
that VASO data have higher correlations than BOLD data 
in most of the ROI with significant correlations between 
behavior data and VASO/BOLD data (28 out of 29) (e.g., 
VASO: 0.106, BOLD: 0.046 in LOC all layers).

We have also calculated the similarity values across 
layers. We find that the temporal stability of the spatial 
pattern in LOC is highest in the middle layers, while most 
frontal areas showed the highest similarity values in su-
perficial layers.

Note that the results in Fig. 7 refer to spatial similar-
ity patterns between all combinations of movie frames 
for volume time series that had been averaged across 
all 51 runs. This means that the diagonals of the RDMs 
represent the spatial correlation of the fMRI brain data 
with itself. Thus, the diagonal similarity values might 
be overestimated by spatial patterns of random noise. 

corrections due to both: (1) VASO-MP2RAGE registration 
errors and (2) imperfections in automatic segmentation 
tools. Both of those sources of mis-registrations result-
ed in approximately a similar amount of time of manual 
labor (30 h each).

Figures 6 to 10 exemplify the neuroscientific applicabil-
ity of the provided data for a collection of popular fMRI 
analysis approaches. When analyzing each session’s data 
separately, we see consistent layer signatures, demon-
strating high repeatability (Fig. 6). For further across-ses-
sion stability analyses of the GLM results, see the data 
repository (derivatives/sub-02/GLM).

Furthermore, we used column-wise PCA analyses of all 
layer profiles to explore data-driven approaches of con-
sistent layer profiles across areas (Fig. 9). Doing so for 
movie-watching tasks, we find that columns that exhib-
it layer profiles of inverted U shapes (feedforward-like) 
tend to be stronger represented in the parieto-frontal 
area. On the other hand, for the experimental setup used 
here, we find that columns with U-shaped (feedback-like) 
layer profiles tend to be strongly represented in visual 
areas. Seeing such clear distinctions of brain areas based 
on their layer profile shapes supports the value of lami-
nar fMRI tools to inform neuroscientific interpretation of 
brain data. Based on the canonical microcircuit model 
(51), each and every brain area (along the visual process-
ing stream) is expected to contain both, feedforward 
and feedback inputs, respectively. However, for a given 
experimental task, condition is not clear, which of those 
pathways dominates. As such, it has been shown that in 
V1, middle-layer (feedforward) input often dominates the 
overall ongoing neural activity for low-level visual stimu-
li (52). Here, we find that for repeated movie-watching 
tasks and for measures of hubness, V1 columns are dom-
inated by feedback layers.

We have also explored the usability of whole-brain 
layer-fMRI protocols for multi-voxel pattern analyses 
(MVPA). Specifically, we focused on RSAs. An example of 
an RDM for a representative brain area is shown in Fig. 
7A. Indications of vertical and horizontal stripe structures 
refer to events across-movie clips. These movie event sig-
natures are visible across the majority of brain areas and 
layers. Moreover, when calculating the mean within each 
clip, we see the movie structure more clearly. Specifically, 
we find that the spatial representational pattern is more 
similar within movie clips as opposed to across-movie 
clips (diagonals are darker in Fig. 10A–C, white arrows). 
Results in Fig. 7 refer to representative brain areas of lat-
eral occipital cortex (LOC) and superior frontal cortex. 
Here, we decided to include LOC as an example of visual 
processing that is expected to be highly coupled to the 
movie timing, while having rather nonspecific receptive 
field sizes, effectively mitigating dependencies of visual 
gaze. We also included an example association area as 
a reference (superior frontal cortex). Results of all other 
brain parcels that are part of the Glasser atlas are avail-
able at https://zenodo.org/record/6882801.

Fig 9.  Network detection replicability and layer profile analysis.

In this analysis, we first estimated the voxel-wise “hubness” (AFNI’s 3dTcorrMap) of session-av-
eraged time series. This measure indicates how much each voxel’s time course represents 
the overall fluctuations. Then, we divided the brain into 10,000 columnar ROIs with LayNii’s 
LN2_COLUMNS (top left). In some columns, hubness values were largest in middle layers, and 
in some other columns, hubness values were larger in superficial and deeper layers. We per-
formed a PCA to group columns with similar layer profiles in a data-driven way. This step does 
not impose hypotheses about expected profile shapes. The outcome of two principal compo-
nents is depicted at the bottom left and exhibits feedforward-like (middle-layer dominance) 
and feedback-like (superficial- and deeper-layer dominance) signatures. The right panel depicts 
the corresponding spatial maps of these profiles, respectively. It can be seen that they are con-
fined to hemispherically symmetric brain networks. Hence, we think that these results exemplify 
the potential usability of whole-brain layer-fMRI protocols for neuroscientific research questions 
about laminar connectivity. 3D voxel data of the two depicted principal components and the 
remaining five other components are available on Open neuro (derivatives/sub/02/hubness/).

https://www.zotero.org/google-docs/?QeFT8n
https://zenodo.org/record/6882801
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above. We find that similar matrix features were shown, 
independent of the data pooling strategy (compare ar-
rows in Figs. 7 and 8). This suggests that the updated 
data pooling is not a result of correlating spatial structure 
of each time point with itself (including structured noise 
and neural representations).

Taken together, the results in Figs. 7 and 8 suggest that 
the layer-fMRI protocols developed in this study can fa-
cilitate such data-driven volume-by-volume representa-
tion similarity analyses.

We also explored analysis strategies that are based 
on the temporal similarity of fMRI time courses (a.k.a. 
functional connectivity). Due to the neuroscientifically 
established layer-dependent structural connectivity in 
the early visual cortex (51), we used visual areas V1–V8 

Furthermore, this way of comparing within-run similarities 
might also include potential global biases of run-specific 
non-linear scanner drifts and other sources of run-specif-
ic temporal autocorrelation. This means that run-specific 
imaging artifact modulations across time could global-
ly inflate similarity values. Since layer-fMRI acquisition 
protocols are quite demanding on the scanner hard-
ware, such temporal artifacts and hardware instabilities 
are somewhat expected for layer-fMRI. To investigate if 
and how much the similarity patterns in the RDMs can 
be affected by such potential biases, we replicated the 
analysis with a different data pooling strategy. Namely, 
we pooled the runs into two separate datasets of odd 
and even sessions (see Methods section for more details) 
and then repeated all the following steps as described 

Fig 10.  RSA and movie episodes (incl. rest) for fMRI and behavior.

Panel A schematically depicts the analysis workflow employed here. We calculated the RDMs by comparing the spatial similarity of each movie frame with each other movie frame in the time series. 
The representational similarity values (one minus Pearson’s r) are collected in a matrix form, which already shows indications of movie events (horizontal and vertical stripe features). For clarity, we 
averaged similarity values for each clip duration. Moreover, to see the layer profile or similarity consistency across time series, we calculated the mean and standard errors in each layer.
Panel B–D depicts these RDMs for representative brain areas of the lateral occipital area (panel B) and superior frontal area (panel C) (all other brain areas can be browsed in https://zenodo.org/
record/6882801). As a reference, the behavioral similarity of each clip is also mapped in the same design (panel D). We find that the similarity structure of the brain data and the behavior matches for 
some ROIs. For example, matrix features are similar in LOC and behavior (colored arrows). Such clear correspondence is not visible with other brain areas (e.g., frontal areas).
Panel E–H: We also calculated the layer-specific similarity within brain areas. Here, similarity refers to the overall brightness of the matrix in panels A–C. This metric does not reflect the matrix pattern 
across different movie clips but instead, it is a measure of the overall stability of the fMRI signal fluctuations across the entire run. We find that different “layer profiles” are observed across different 
ROIs. It can be seen that VASO data exhibit different layer profiles across ROIs, whereas BOLD seems to be always dominated by superficial layers. This might be due to large draining vein effects 
in BOLD.
All panels suggest that whole-brain layer-fMRI data can provide plausible representational similarity results. We believe that this suggests that the whole-brain layer-fMRI protocols developed here 
can be a useful applicable tool for neuroscience research questions.

https://www.zotero.org/google-docs/?OLS3lo
https://zenodo.org/record/6882801#.ZFS6k6BBzIU
https://zenodo.org/record/6882801#.ZFS6k6BBzIU
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visual cortex, they need to be extended to a wider range 
of ROI-specific differences in venous blood volume. We 
believe that the whole-brain dataset presented in this 
work can be useful to investigatesa real difference of 
these laminar angio-architectonic characteristics. The 
dataset contains both BOLD and VASO data across all 
brain areasusThus, it can serve as an atlas-like reference 
to fine-tune model parameters of laminar deconvolution 
analyses for any cortical area of interest. Here, we esti-
mated measures of venous baseline blood-volume distri-
butions by means of previously established and calibrat-
ed VasA methods"(47). Fig. 11 depicts three projections 
of the 3D atlas and laye -profiles of representative brain 
areas (LOC and SFC). It can be seen that pial voxels have 
larger values of Cty compared with deeper GM voxels. 
We find this increase in reactivity towads the surface in 
170 of all 180 cortical areas out of the Glasser atlas. Most 
brain areas show laye -profiles that increase supra-linear-
ly towads the surface. The few exceptions that do not 
show a clear increase are referring to ventral limbic areas.

DISCUSSION

Previously described layer-fMRI acquisition protocols 
with limited coverage can address questions of direc-
tional information flow during cognitive mental process-
es (62, 63) in health and disease (64–66). However, small 
imaging coverages are not straightforwardly standard-
izable and do not allow layer-fMRI to fulfill its promise 
to capture functional directional connectivity. Namely, to 
capture neural information flow during task and rest, mul-
tiple brain areas need to be captured at the same time; 
that is, the brain area(s) that send neural information and 
the brain area(s) that receive the information need to be 
sampled concomitantly. For this, larger coverages are 

as a “testbed” to explore the usability of the developed 
protocols (51, 53–55). Functional connectivity matrices 
and potential connectivity hypotheses are depicted in 
Fig. 8. We find indications of various laminar feedforward 
and feedback signatures (Fig. 8A). This also has impli-
cations for the interpretation of correlation values, with 
respect to noise level and structured noise (just like for 
conventional fMRI). This is represented as null-hypoth-
eses in Fig. 8A. There are indications of feedback sig-
natures in V1–V2, V1–V3, V1–V4, and V1–MT. Overall, we 
find the largest similarities between superficial layers 
compared with deeper layers (9, 48, 56, 57). This might 
indicate that feedback signals dominate the temporal 
signal fluctuations during repeated movie watching. The 
results presented in Fig. 8 suggest that the layer-fMRI 
protocols developed here are used to capture layer-spe-
cific differentiates of functional connectivity. This implies 
that the tools developed here can be valuable to address 
research questions of directional information flow across 
the entire cortex.

In recent years, the research field of layer-fMRI meth-
ods development has invested some efforts into laminar 
vascular deconvolution models (14, 58–61). The purpose 
of these models is to account for unwanted venous bi-
ases of layer-fMRI signals in conventional gradient echo 
BOLD. Until now, these models are implemented and val-
idated for the specific case of the primary visual cortex.  
It is still not clear, however, how translatable their appli-
cation is to other areas with potentially different base-
line vascular physiology. For example, venous baseline 
blood volume is believed to increase towads the cortical 
surface (58). And small changes in the slope of assumed 
venous baseline blood volume increases can result in 
substantially different results of ultimate deconvolver 
laminar-activity changes (56). Thus, for future applica-
tions of laminar deconvolution models beyond the early 

Fig 11.  Atlas of laminar vascular reactivity estimates.

Panel A depicts representative projections of vascular reactivity estimates at 0.8 mm resolution. It can be seen that high CVR values are following the cortical anatomy and possibly macro-vascular 
structures. The full 3D dataset is available oroOpenNeuro.
Panel B depicts representative layer proiiles of CVR values across cortical depth. For consistency with previous iigures, exemplary areas are superior frontal and lateral occipital cortex. It can be seen 
that CVR estimates in superiicial layers and pial voxel are about twice as high as deeper layers. This is consistent with almost all other cortical brain areas. D- plots and tables of all layer proiiles of all 
brain areas in the Glasser atlas are available on OpenNeuro (https://openneuro.org/datasets/ds003216).
Panel C depicts the average and standard deviations (STDEV) across brain areas. It can be seen that the supra-linear increasing CVR values towads the surface are relatively consistent across brain 
areas.

https://www.zotero.org/google-docs/?7lm6Mp
https://www.zotero.org/google-docs/?1Vpbsb
https://www.zotero.org/google-docs/?MbEoPY
https://www.zotero.org/google-docs/?kI5h3M
https://www.zotero.org/google-docs/?kI5h3M
https://www.zotero.org/google-docs/?EXRe2q
https://openneuro.org/datasets/ds003216
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•	 The test-retest reliability of layer-fMR’’s detection sen-
sitivity to capture large-scale connectivity networks is 
still unclear. In Fig. 6, we characterizd the repeatabil-
ity of such whole-brain connectivity data across 10 
sessions.

•	 We exemplify the neuroscientific applicability of the 
whole-brain layer-fMRI connectivity protocols devel-
oped here. Specifically, in the results presented in Figs. 
6, 9, and 8, we confirmed our neuroscientific applica-
bility of common connectivity analysis tools, including 
as follows: ICA, hubness mapping, and temporal cor-
relation matrices.

Representational similarity in whole-brain layer-
fMRI: investigating spatial similarity of fMRI 
signal changes across TRs

To investigate the neuroscientific usability beyond tem-
poral similarities (a.k.a. resting-state connectivity), we 
explored the usability of RSAs. Based on previous work 
on repeated movie watching at lower resolutions (68), 
we expected to see temporal features of movie events 
across representational similarity matrices. For exampg., 
we expected to obtain different spatial similarity scores 
between rest clips and movie clips, and we expected to 
see different spatial similarity scores between pairs of 
movie clips. This would indicate which movie clips are 
more similar to each other compareo with other movie 
clips. Exploring laminar differentiations of representa-
tional similarity strengths can then be helpful to build hy-
potheses about the underlying neural feedforward and 
feedback mechanisms that are involved in these repre-
sentations. If such temporal features in the RDMs are not 
visible, this suggests that layer-fMRI is too SNR limited 
for such high-level analysis frameworks.

Figures 7 and 10 show examples of the temporal event 
structures within RDMs, especially for movie clip-aver-
aged data. This indicates that the layer-fMRI protocols 
developed here are indeed applicable for RSA. In VASO 
data, we found that in different brain areas, the repre-
sentational similarity strength is differentially dominated 
by feedforward and feedback layers, respectivelyg.For 
example, while the visual area LOC shows feedforward 
signatures, superior frontal areas have highest represen-
tational similarity strengths in cortico-cortical feedback 
input layers. In BOLD data, however, we did not see 
such clear differentiation across areas. Instead, almost 
all brain areas are dominated by largest representational 
similarity strengths in the superficial layers, which might 
be caused by its sensitivity of large draining veins.

Until today, such RSAs have not been applied on 
sub-millimeter layer-fMRI data. Thus, it is not yet estab-
lished if they might be biased by run-specific, temporal 
signal artifacts tTo confirm that the spatial similarity re-
sults are interpretable as movie synchronized neural rep-
resentations, we validated the results with independent 

necessary. This study on the development of whole-brain 
layer-fMRI acquisition and analysis protocols provides the 
tools that allow the field to overcome these limitations.

We describe an openly accessible, vein-free, whole-
brain layer-fMRI dataset for developing and benchmark-
ing functional laminar analysis methodologies. Along 
with the dataset, we share layer-fMRI-optimized and 
highly vetted acquisition and preprocessing analysis 
protocols that can be openly used by the neuroimaging 
community. Note that in our data, different brain areas 
have different functional detectability. Accordingly, de-
pending on the fMRI effect size, some activation chang-
es might be hidden under the noise level more in some 
areas than others. Fig. 5 depicts the tSNR across brain 
areas. For further insight of detectability across areas, the 
3D map of tSNR can be browsed on Open neuro (deriv-
atives/sub-02/QA/). It can be seen that the signal detect-
ability increases from the inside of the brain towads the 
skullreFurthermore, superior cortical regions have a gen-
erally higher tSNR level compared with the inferior cor-
tical areas. While having lower tSNR values, the spatial 
variations in fMRI detectability are comparable to highly 
accelerated fMRI protocols at conventional resolutions.

Brain-wide functional connectivity in layer-fMRI: 
investigating temporal similarity of fMRI signal 
changes across areas

Metrics of functional connectivity with fMRI have the 
potential to be informative of feedforward or feedback 
dominated neural information flow. Early attempts of 
layer-fMRI connectivity studies have been somewhat lim-
ited to relatively small FOws, constrained to individual 
brain systems (48, 56, 40, 67). More recent advancements 
in data sampling approaches, MR-contrast generation 
strategies, and confidence of the laminar signal inter-
pretability allowed proof-of-principle extensions of lay-
er-fMRI connectivity to larger (8–10, 14, 57). In this work, 
we aim to help the layer-fMRI community in building 
tools to make such whole-brain layer-fMRI connectivity 
protocols usable for neuroscience application studies. 
Until now, this is limited by multiple aspects:

•	 There are no established preprocessing analysis tools 
for whole-brain layer-fMRI connectivity data. The ex-
tremely high accuracy requirements of layer-fMRI, com-
bined with the challenging artifact level, and non-linear 
geometric distortions does not allow straightforward 
applications of conventional preprocessing pipelines. 
Here, we described how to mitigate this challenge in 
two ways. 1.) We describe our attempts of building a 
complete analysis pipeline that fulfills layer-fMRI qual-
ity standards (Figs. 1–5). (2) We share a benchmarking 
dataset, which can be used as a "testbe" for develop-
ing and benchmarking new analysis tools (Figs. 7, 9, 
and 10).

https://www.zotero.org/google-docs/?x5GDh4
https://www.zotero.org/google-docs/?pnfKqW
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the whole-brain layer-fMRI approaches with further ad-
vanced hardware (83-84) and MR-reconstruction (8) will 
become important to confirm this temporal invariance.

Future methodological developments

Previous large-coverage layer-fMRI acquisition protocols 
exist and exemplify that current acquisition tools ar—in 
principl—sensitive to capture depth-dependent con-
nectivity differences (6–14). Here, we move beyond the 
proof-of-principle concept and characterize the stability 
of such acquisition protocols, we developed a prepro-
cessing protocol and we explored the neuroscientific us-
ability of whole-brain layer-fMRI. In this work, we could 
show that whole-brain layer-fMRI provides repeatable 
results across many sessions and that it can be combined 
with less controlled, naturalistic tasks. While this opens a 
large range of potential application cases, further meth-
odological acquisition and preprocessing developments 
will be helpful still.

•	 NORDIC-PCA: Due to the high spatial resolution and 
relatively liberal GRAPPA acceleration used here, the 
raw data are in the thermal noise–limited regime. This 
means that the application of NORDIC-PCA denoising 
(30), might be helpful to reduce the number of neces-
sary runs and/or might allow even further acceleration. 
Each run of the Kenshu dataset contains two noise vol-
umes that are acquired and shared for the purpose of 
potential future NORDIC-PCA. So far, we did not apply 
NORDIC denoisig, because it is not yet established for 
tasks beyond on-off (e.g., blocked) stimulation periods 
outside of exploratory use. The Gaussian-like temporal 
activity modulations of naturalistic tasks of the Kenshu 
dataset might require specific parameter optimization 
in NORDIC to ensure that no activation of interest is 
lost.

•	 Extension across participants: While the study de-
scribed here refers to approximatey. 6thhours’ worth 
of data (including all pilot sessions), the main 51-run 
data are collected from one single participant. We 
deliberately focused all scanning funds on one partic-
ipant to capture the test-retest reproducibility of the 
methods (not across people). Thus, this dataset cannot 
be used to parameterize other sources of variance that 
might arise from individual differences. Future work is 
necessary to extend the dataset to more participants.

•	 Extension to newer scanner platforms: The Kenshu 
dataset was acquired on a "classica" SIEMENS 
MAGNETOM 7T scanner. The corresponding scanner 
console is still running on WindowXp and will be out-
dated in the coming years. The vendor that dominates 
the 7T MRI market predicts that 70% of the scanners 
will be upgraded to a newer "Terr" console by the end 
of 2022. Future work is needed to translate the acqui-
sition protocols developed here to whole-brain VASO 
sequences that are readily available across consoles 

pairs of datasets (Fig. 7). We find that the temporal event 
structures in the RDMs and the corresponding layer pro-
files are qualitatively identical. This supports the neuro-
scientific usability of the protocols and data described 
here.

Temporal sampling efficiency of whole-brain 
layer-fMRI?

The whole-brain layer-fMRI acquisition protocol devel-
oped and used here has a volume acquisition time of 5.1 
s. While such volume TRs are longer than typical fMRI 
acquisition protocols, the data acquisition rate is con-
siderably higher than conventional layer-fMRI protocols. 
Namely, the EPI protocol of this study samples more 
than 1,000,000 voxels per second. While faster acquisi-
tion protocols with volume TRs down to 2.3 s are possible 
(Fig. 2), the correspondingly higher noise level results in 
overall lower tSNR efficiency.

Here, we chose to use this relatively long volume TR 
based on considerations to maximize functional detec-
tion sensitivity. Namely, the powr- spectrum of functional 
connectivity fluctuations as used here has theis highest 
Cio around 0.01 Hz- 0.1 Hz (69–74). Thus, being in the 
thermal noise–limited regime of sub-millimeter fMRI, it 
is advised to optimize the acquisition protocol for this 
frequency regime too. Furthermore, there is emerging 
evidence that for connectivity-based analyses with rest-
ing-state or movie-watching data, fast sampling is not 
vital. As such:

•	 Airan et al. (75) showed that the number of data points 
is less critical than acquisition time. Specifically imply-
ing that short TRs cannot make up for short scan dura-
tions (specifically Fig 4, top panel)

•	 Huotari et al. (76) showed that brain networks can be 
sampled across TRs across several orders of magni-
tude without losing the ability to capture conventional 
brain networks.

•	 Jason Druzgal et al. had shown that connectivity-based 
fingerprinting of whole-brain movie-watching para-
digmreis relatively constant across TRs. Only for TRs 
longer than 10 s, the fingerprinting accuracy starts to 
decline

•	 Birn et al. (77) have also shown that the scan duration is 
more important than sampling rate when holding the 
number of data points constant (see especially Fig. 2, 
with TRs up to 5.2 s).

While meaningful neural and corresponding vas-
cular activation modulations are happening across a 
wide range of temporal frequencies (78–81), connectiv-
ity-based fMRI fluctuations follow the pattern of "scale 
free dynamic" (82). This means that focusing on one 
specific frequency window is expected to provide results 
that are largely representative of functional connections 
at any other temporal scale. Ongoing work in combining 

https://www.zotero.org/google-docs/?VxymTx
https://www.zotero.org/google-docs/?GmZLg7
https://www.zotero.org/google-docs/?m8EdEA
https://www.zotero.org/google-docs/?eMCxTg
https://www.zotero.org/google-docs/?vI1s9v
https://www.zotero.org/google-docs/?MkqGTR
https://www.zotero.org/google-docs/?MkqGTR
https://www.zotero.org/google-docs/?PScC9x
https://www.zotero.org/google-docs/?PScC9x
https://www.zotero.org/google-docs/?S98eEB
https://www.zotero.org/google-docs/?S98eEB
https://www.zotero.org/google-docs/?ffktZJ
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acquisition procedures (acquisition protocols and 
sampling patterns) for whole-brain sub-millimeter EPI 
acquisition with MT-prepared anR VAPER-prepared 
contrasts (92).

•	 Preliminary accounts of this dataset have been used 
to implement, calibrate, and validate resolution biases 
in layerification algorithms[(Fig.2 in Laurentius (Renzo) 
Huber et al. (14)].

•	 Stability estimates derived from this dataset have been 
useful to discuss the challenges and opportunities of 
future mesoscopic brain imagin ([Fig.2 in Bandettini 
et al) (7)].

Moreover, we think that this work is particularly use-
ful to facilitate the translation of MR-physics tools to 
the field of cognitive neuroscience. In the history of the 
layer-fMRI field, it has taken approximatey. two decades 
from the first proof-of-principle papers in 1999 (5) until 
the number of application papers exceeded the number 
of methods-focused papers (www.layerfmri.com/papers). 
This was partly due to the fact that R- physicists focused 
more on pushing the limits of their methods than work-
ing on the user friendliness of their workflows. In this 
work, we take advantage of being a multidisciplinary 
author team consisting of MR physicists and computa-
tional neuroscientists. We sought to translate high-end 
MR-methods towads neuroscientific application studies 
by applying a collection of trendy analyses that seem to 
be popular in current neuroscientists research (e.g., the 
RA, and functional connectivity analysis). We feel encour-
aged to learn how ongoing studies are using the Kenshu 
dataset for even further higher-order applications, and 
we are looking forward to seeing what kind of new in-
formation about the brain can be captured with the  
developed protocols.

SUMMARY AND CONCLUSION

In this work, we aimed to serve the field of layer-fMRI 
and help build tools for future routine whole-brain lay-
er-fMRI in application-based neuroscience research. 
Previous proof-of-principle work has already shown 
that large-coverage layer-fMRI can capture laminar 
variations of functional connectivity. Here, we aimed 
to move one step further and work towads optimizing 
whole-brain layer-fMRI protocols to make them a neu-
roscience research tool with established characteriza-
tions of reliability and usability. We have developed 
publicly available sequence, acquisition, and process-
ing pipelines for whole-brain layer-fMRIndIn addition, 
we are sharing an extensive multi-contrast whole-brain 
layer-fMRI dataseoffor benchmarking future methods 
development: The Kenshu dataset. In this article, we de-
scribe the quality of the acquisition and preprocessing 
methodology in terms of tSNR efficiency and test-retest 
reliability across 10 sessions. Furthermore, we exemplify 
the usefulness of these protocols and data by applying 

(17, 85). Such sequence approaches introduce further 
flexibility of segmentation across inversion-recovery 
cycles.

•	 Increasing spatiotemporal resolutions with advanced 
hardware: The Kenshu dataset is acquired at vol-
ume TRs of 5.1 s and spatial resolutions of 0.84 mm. 
Comparetowith other layer-fMRI studies in the field, 
this is considered to be rather liberal. Higher spa-
tiotemporal resolutions would be advantageous to 
better separate different layer groups at faster neu-
ronally relevant time scales. Ongoing research on 
whole-brain layer-fMRI VASO with high RF channel 
counts and high-performance gradients is being con-
ducted (83, 84).

What this dataset can be useful for?

We believe that the dataset presented here will serve the 
neuroimaging community in multiple aspects. Most im-
portantly, this dataset allows developers of fMRI pe-pro-
cessing and pot-processing tools to adjust and extend 
their methodology to become applicable for layer-fMRI. 
Specifically,

•	 In ongoing studies, Akin et al. (86) are using the 
Kenshu dataset to explore the feasibility of extending 
layer-fMRI to capture cortico-subcortical connectionsn 
In ongoing studies, Klein et al. (87) take advantage of 
the Kenshu dataset to measure functional connectivity 
of large-scale cortical brain areas. Namely, the func-
tional connectivity between V4 and frontal areas.

•	 Furthermore, Tomas Knapen and his students are using 
the Kenshu dataset as a testbed to develop connec-
tivity-derived retinotopy representations across brain 
areas and cortical layers, following their previous work 
at lower resolutions (88).

•	 The Kenshu dataset is also turning out to be useful as 
an exemplary dataset for showcasing the working prin-
ciples layer-fMRI viewing tools in AFNI, such as the tools 
SurfLayers (89) or clipping planes for layer-fMRI (90).

•	 The dataset used here was also helpful for Logan 
Dowdle to test the robustness of non-linear motio 
-correction and alignment protocols. Such work is 
specifically importanr to address issues of geomet-
ric distortions, which are particularly challenging in 
layer-fMRI protocols that are limited by low readout 
bandwidths.

•	 While layer-fMRI and VASs are still in the process of 
becoming an established standard neuroscience tool, 
at recent BrainHack events (91), Remi Gau has used 
the Kenshu dataset to exemplify how one could store 
layer-fMRI VASO data in an extended Brain Imaging 
Data Structure (BIDDS data storing standard. Link to 
this VASO fMRI BIDS demo: https://gin.g-node.org/
RemiGau/ds003216/src/bids_demo.

•	 In ongoing sequence development projects, Yuhui 
Chai is taking advantage of the developed k-space 

http://www.layerfmri.com/papers
https://www.zotero.org/google-docs/?Twsl8x
https://www.zotero.org/google-docs/?SMSyl5
https://www.zotero.org/google-docs/?YE6TZm
https://www.zotero.org/google-docs/?JDJaCk
https://www.zotero.org/google-docs/?9M1vZu
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Diversity Statement

The Kenshu dataset has been acquired at 7T. Such 
ultra-high field scanners are limited to100 privileged 
MRI centers around the world. By sharing this dataset 
publicly, we hope we will allow a wider community to 
benefit from this technology. In ongoing research, we 
are currently aiming to also extend the whole-brain 
layer-fMRI imaging methodology to more readily avail-
able 3T scanners (95).

Recent work in several fields of science has identified 
a bias in citation practices such that papers from women 
and other minorities are under-cited relative to the num-
ber of such papers in the field (96). In the human lay-
er-fMRI community, the average gender citation bias is 
84% ma, and 15% female (https://layerfmri.com/papers/). 
We obtained the gender of the first author of each ref-
erence. By this measure (and excluding self-citations to 
all authors of our current paper), our references contain 
59 (72%) male first and 23 (28%) female first. We look for-
ward to future work that could help us to better under-
stand how to support equitable practices in science.

a series of popular pot-processing analyses, as they are 
commonly used in cognitive neuroscience fMRI studies. 
This includes connectivity analyses, RSAs, GLM analyses, 
and so tc. We believe that this work paves the road for 
measuring depth-dependent directional functional con-
nectivity across the entire brain in routine neuroscience 
application studies.

FURTHERMMATERIAL AND DATA/SOFT-
WAREAAVAILABILITY

•	 Video descriptions of various stages of this study are 
available.
	{ 9-min video showing "hands-on" that there is a 
layer-specific functional connectivity signal that 
differs across cortical depth: https://youtu.be/
Dzde7ELcsNg (2020)
	{ 12-min video showing that this signal is not stable 
enough for neuroscience practice: https://youtu.
be/Zm8bTfk_IpQ (2021)
	{ 5-min video describing the acquisition, the analysis, 
and the results of the main 50-run dataset: https://
youtu.be/plF3K5VqXHU (2022).

•	 All raw and pe-processed data are stored in the BIDS 
(93) format and openly accessible on OpenNeuro (94): 
https://openneuro.org/datasets/ds003216.

•	 This sequence is available at "SIEMEN" C2P "app 
stor" Teamplay: https://teamplay.siemens.com/.

•	 An extensive application-focused description of 
the sequence and how to use it can be founn on 
the user’’ manual page: https://layerfmri.com/
ss-si-vaso-sequence-manual.

•	 Full list of scan protocol parameters: https://layerfmri.
page.link/WBprotocol.

•	 Scientific report on pilot experiments: https://doi.
org/10.5281/zenodo.6860807.

•	 Layerification analysis software developed in-house 
is available on GitHb: (https://github.com/layerfMRI/
LAYNII).

•	 Specific application scripts used here are avail-
able on GitHub: https://github.com/kenshukoiso/
Whole_Brain_Project.
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